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ABSTRACT. This paper studies the maximal size of product-free sets in Z/nZ. These are sets of
residues for which there is no solution to ab ≡ c (mod n) with a, b, c in the set. In a previous paper
we constructed an infinite sequence of integers (ni)i≥1 and product-free sets Si in Z/niZ such that
the density |Si|/ni → 1 as i → ∞, where |Si| denotes the cardinality of Si. Here we obtain
matching, up to constants, upper and lower bounds on the maximal attainable density as n →∞.

1. INTRODUCTION

An important problem in combinatorial number theory is the study of sets of integers with ad-
ditive restrictions. For example, a sum-free set S is one forbidding solutions to a + b = c with
a, b, c ∈ S, and the condition of requiring no solutions to a + c = 2b gives sets S containing no
three-term arithmetic progression. For sum-free sets it is easy to show that such sets have upper
density at most 1

2
, and the same holds for subsets of Z/nZ, and more generally for finite abelian

groups. In fact, by the work of Green and Ruzsa [3] (building on partial results by Diananda and
Yap [1]), the density attainable for any finite abelian group is known.

Similarly, it is also natural to consider sets with multiplicative restrictions. For example, Behrend,
Besicovitch, Erdős and others (see Hall [5]) considered sets of integers with no member properly
dividing another (known as primitive sets), and Erdős [2] considered sets where no member divides
the product of two other members.

Here we consider a multiplicative version of the sum-free problem. We say a set of integers S is
product-free if whenever a, b, c ∈ S we have ab 6= c. Similarly, if S ⊂ Z/nZ, we say S is product-
free if ab 6≡ c (mod n), whenever a, b, c ∈ S. Clearly, if S is a product-free subset of Z/nZ, then
the set of integers congruent modulo n to some member of S is a product-free set of integers. For a
product-free subset S of Z/nZ, let D(S) = |S|/n, where |S| denotes the cardinality of S. Further,
let D(n) denote the maximum of D(S) over all product-free sets S ⊂ Z/nZ.

The problem of product-free sets in Z/nZ was studied in a recent paper by the third author and
Schinzel [9]. One might initially think that this product-free problem has a similar answer to the
sum-free case, where the density can never exceed 1

2
. In this direction, it was shown in [9] that

D(n) < 1
2

holds for the vast majority of numbers n; specifically for all n except possibly those
divisible by some m2 where m is the product of 6 distinct primes, and consequently the possible
exceptional set has upper density smaller than 1.56×10−8. However, somewhat surprisingly, there
are numbers n for which D(n) is arbitrarily close to 1; in [7] it was shown that there are infinitely
many n such that

D(n) > 1− C

(log log n)1− 1
2
e log 2

(1.1)
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for a suitable positive constant C. Here the exponent 1− 1
2
e log 2 ≈ 0.057915. Some key features

of the sets S of high density so constructed are that n is highly composite, divisible by the square
of each of its prime factors, and each member of such a set has a large common divisor with n.

Our aim in this paper is to get an exact form for the rate at which D(n) can approach 1. We
begin with an upper bound that closely matches the lower bound (1.1).

Theorem 1.1. There is a positive constant c such that for all n ≥ 20,

D(n) < 1− c

(log log n)1− 1
2
e log 2

√
log log log n

.

The restriction to n ≥ 20 is made here so that the triple logarithm is defined and positive. Our
second result is an improvement of the lower bound (1.1) which shows that, up to constants, The-
orem 1.1 is sharp.

Theorem 1.2. There is a positive constant C and infinitely many integers n with

D(n) > 1− C

(log log n)1− 1
2
e log 2

√
log log log n

.

Before proceeding, we give a brief outline of the proof of our principal result, Theorem 1.1. To
bound the maximum density from above, we introduce certain linear programming (LP) problems
(Pn). The variables of (Pn) are {αu} with u ranging over the divisors of n exceeding 1, with
objective function

∑
αu/u. Given a product-free set S, the values

αu = |{a ∈ S : (a, n) = u}|/|{a (mod n) : (a, n) = u}|,

for u > 1 give a feasible solution to (Pn). There is a mismatch between the objective function and
D(S), and to get around this we associate to each n a larger auxiliary number N = N(n) which
n divides (so that D(n) ≤ D(N)), such that the optimal solution value of the linear program (PN)
can be used to give an upper bound on D(N) (Theorem 4.1). To bound the new optimal solution
value, we switch to the dual linear program (DN), for which each feasible solution gives an upper
bound on the optimal value of (PN). A mechanism for finding a good feasible solution to the dual
LP is the heart of the proof given in Section 5.

There remains the problem of obtaining tight optimal constants in these theorems. With some
effort, numerical values for c and C in Theorems 1.1 and 1.2 are computable. However the linear
program used to prove Theorem 1.1 relaxes the conditions of the problem and loses some informa-
tion, and it is perhaps unlikely that the constants c and C so obtained will asymptotically match.

The proof of Theorem 1.1 is given in Sections 2-5. In Section 6, we prove Theorem 1.2 by
refining the method of [7].

Notation. For n a positive integer, ϕ(n) = |(Z/nZ)∗| denotes Euler’s function at n, ω(n) denotes
the number of distinct prime factors of n, Ω(n) denotes the total number of prime factors of n
counted with multiplicity, σ(n) denotes the sum of the positive divisors of n, and rad(n) denotes
the largest squarefree divisor of n. We write d‖n if d | n and gcd(d, n/d) = 1. We use the notation
A(x) � B(x) if A(x) = O(B(x)). This relation is uniform in other variables unless indicated by
a subscript. We write A(x) � B(x) if A(x) � B(x) � A(x). Finally, we always use the letter p
to denote a prime variable.
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2. PRELIMINARIES: PROPERTIES OF THE DENSITY FUNCTION

As noted in [7], we have the following simple result.

Lemma 2.1. For all integers m, n ≥ 1,

D(n) ≤ D(mn). (2.1)

Proof. Given a product-free set S (mod n), the set S̃ := S + {0, n, 2n, ..., (m− 1)n} ⊂ Z/mnZ
has |S̃| = m|S̃|. Now S̃ is product-free (mod mn) since any product of elements in S̃ falls in a
congruence class (mod n) that is not in S. �

For a positive integer n and a divisor u of n, we let

Tu := {a ∈ Z/nZ : gcd(a, n) = u}.
Clearly

|Tu| = ϕ
(n

u

)
. (2.2)

Given some subset S of Z/nZ, we let

Su := {a ∈ S : gcd(a, n) = u} = S ∩ Tu.

It is natural to measure the size of Su with respect to Tu.
The following result is implicit in [9]; since it is central to our argument, we give complete

details.
Lemma 2.2. For any product-free set S (mod n) and u | n, let

αu = αu(S) :=
|Su|
|Tu|

=
|Su|

ϕ(n/u)
.

Then, for all v | n such that uv | n, we have

0 ≤ αu ≤ 1 (2.3)

and
αu + αv + αuv ≤ 2 (2.4)

Proof. Here (2.3) is immediate, holding in fact for any set S ⊂ Z/nZ, whether or not it is product-
free. If αu = 0, then (2.4) immediately follows from (2.3) applied to v and uv, so we may assume
that αu > 0. Let a ∈ Su. In the ring Z/nZ, multiplication by a takes Tv onto Tuv, where each
member of Tuv has the same size pre-image in Tv, namely |Tv|/|Tuv| = ϕ(n/v)/ϕ(n/uv) = k,
say. Since S is product-free, each b ∈ Suv is thus associated with k members of Tv that cannot lie
in Sv. Thus, k|Suv| + |Sv| ≤ |Tv| = ϕ(n/v). Dividing this inequality by ϕ(n/v) and using the
definition of k gives

|Suv|
ϕ(n/uv)

+
|Sv|

ϕ(n/v)
≤ 1,

which with (2.3) proves (2.4). �

Finally we recall (from [9]) a fact about product-free sets S.

Lemma 2.3. Given n, if S is product-free (mod n) and a ∈ S has gcd(a, n) = 1, then

D(S) <
1

2
.

Thus, if D(S) ≥ 1
2

then α1(S) = 0.
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Proof. We may assume 0 6∈ S. Suppose a ∈ S with gcd(a, n) = 1. By the product-free property
we have aS ∩S = ∅. Now the gcd condition gives |aS| = |S|, whence |S|+ |aS| = 2|S| ≤ n− 1
gives the result. �

This simple result already yields an upper bound for D(n): one has, for all n ≥ 8,

D(n) ≤ 1− 1

3 log log n
. (2.5)

To see this, if S is product-free (mod n) and D(S) ≥ 1
2
, then the lemma shows that the set contains

no a with (a, n) = 1, whence D(S) ≤ 1 − ϕ(n)/n. The upper bound (2.5) then follows from
estimates of Rosser and Schoenfeld [10, Theorem 15] valid for all n ≥ ee2 . For n with 8 ≤ n ≤ ee2 ,
we have from [9] that D(n) < 1

2
, which is stronger than (2.5). However, establishing the upper

bound of Theorem 1.1 is more delicate.

3. LINEAR PROGRAMS AND LINEAR PROGRAMMING DUALITY

In this section, for each fixed positive integer n, we formulate a linear program (Pn), along with
its associated dual linear program (Dn) which encodes product-free conditions given in Section 2;
related linear programs were already suggested in [9, Question 3] as an approach to upper bounds.
We term (Pn) a primal linear program and (Dn) its dual linear program, because (Pn) is given in
a standard inequality form called in the literature primal form (alternatively, canonical form), and
(Dn) takes the standard dual form as given in Schrijver [11, eqn. (19), p. 91], for example.

To label the variables in the primal linear program (Pn), we let u, v represent divisors of n which
are larger than 1, and we let {u, v} denote an unordered pair of divisors with both u, v > 1 and
uv | n; we permit the equality u = v if u2 | n. The linear program (Pn) is as follows.

Primal LP : (Pn)

MAXIMIZE `P (α) =
∑

u|n,u>1
1
u

αu

subject to
nonnegativity constraints : αu ≥ 0
and
nontrivial constraints C(βu) : αu ≤ 1
nontrivial constraints C(β{u,v}) : αu + αv + αuv ≤ 2

This linear program has δ1(n) variables αu, where δ1(n) denotes the number of divisors of n that
exceed 1. These are the variables which appear in the linear objective function `P (α), where α
denotes the vector of variables α = (αu)u|n,u>1. We refer to the nonnegativity constraints as trivial
constraints and call all the other constraints nontrivial. The nontrivial constraints of this linear
program are named after the variables βu and β{u,v} that occur in the dual linear program (Dn)
described below. There are δ1(n) + δ2(n) nontrivial constraints, where δ2(n) counts the number of
unordered pairs {u, v} with u, v > 1 and uv | n.

We let Lopt
P (n) denote the optimal objective function of this linear program, which is the max-

imum possible value given the constraints, explicitly noting its dependence on n. We note that
Lemma 2.2 shows that the values of αu(S) with u > 1 for any product-free set S (mod n) give a
feasible solution to (Pn).

To a primal linear program (Pn) there is a canonically associated dual linear program (Dn). To
label the dual variables, we let u, v, w represent divisors of n which are larger than 1. Some dual
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variables are labeled by unordered pairs of divisors e.g. {u, v}, and in this case we require uv | n,
and again we allow u = v when u2 | n. The dual linear program (Dn) is as follows.

Dual LP: (Dn)

MINIMIZE `D(β) =
∑

u|n,u>1 βu + 2
∑

{u,v}, uv|n, u,v>1 β{u,v}
subject to
nonnegativity constraints : βu ≥ 0
nonnegativity constraints : β{u,v} ≥ 0
and
nontrivial constraints C(αu) : βu +

∑
{v,w}, vw=u β{v,w} +

∑∗
v, uv|n β{u,v} ≥ 1

u
.

The asterisk in
∑∗ signifies that the summand β{u,v} is counted twice in the case that v = u. (This

corresponds to the primal LP constraint C(β{u,v}) taking the form 2αu + αuv ≤ 2 when u = v.)
The nontrivial constraints C(αu) in this linear program are named after the variables αu in

the primal linear program (Dn); there are δ1(n) of them. The role of nontrivial constraints and
variables interchanges between the primal and dual linear programs; one sees that (Dn) has δ1(n)+
δ2(n) variables and δ1(n) nontrivial constraints. In addition the objective function coefficients and
the constraint bound coefficients interchange in the two programs. We let Lopt

D (n) denote the
optimal value of the dual objective function `D(β), which is the minimal possible value given the
constraints, explicitly noting its dependence on n.

Our results use only the following basic facts about LP duality.

Proposition 3.1. For each n ≥ 2, the linear programs (Pn) and (Dn) have equal optimal values:
Lopt

P (n) = Lopt
D (n). In particular, any feasible solution β = (βu, β{v,w}) of the dual linear program

(Dn) has
`D(β) ≥ Lopt

P (n). (3.1)

Proof. These are standard results in linear programming duality, see Schrijver [11, Sec. 7.4, p.
90-91]. The equality of primal and dual optimal values holds whenever both linear programs in a
dual pair have a feasible solution ([11, Corollary 7.1g, p. 90]). Here these conditions are satisfied
by inspection, for (Pn) we have the feasible solution taking all αu = 0, and for (Dn) we have the
feasible solution taking all βu = 1

u
and all β{u,v} = 0.

The inequality (3.1) follows from weak duality, which asserts that any primal feasible solution α
and dual feasible solution β satisfy `P (α) ≤ `D(β). Here this is verifiable directly using the primal
and dual constraints by noting that

`P (α) =
∑

u|n,u>1

1

u
αu ≤

∑
u|n,u>1

βu +
∑

{v,w}, vw=u

β{v,w} +
∑∗

v, uv|n

β{u,v}

αu

=
∑
u|n
u>1

βuαu +
∑
{v,w}

v, w>1, vw|n

β{v,w}(αv + αw + αvw)

≤
∑
u|n
u>1

βu + 2
∑
{v,w}

v, w>1, vw|n

β{v,w} = `D(β),

as required. �
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We first note the following easy lower bound on the optimal primal value Lopt
P (n).

Proposition 3.2. For every n ≥ 2 there holds

Lopt
P (n) ≥ 2

3

∑
u|n,u>1

1

u
.

Proof. We take all αu = 2
3
. This is obviously a feasible solution to the linear program (Pn) and its

objective function value `P (α) = 2
3

∑
u|n,u>1

1
u
. This value can be no larger than Lopt

P (n), giving
the result. �

For later use, we restate the dual objective function in the special case of a dual feasible solution
that attains equality in all the nontrivial constraints.

Proposition 3.3. In the dual linear program (Dn) if a feasible solution β attains equality in all the
nontrivial constraints C(αu), then

`D(β) =
∑
u|n
u>1

1

u
−

∑
{v,w}

vw|n, v,w>1

β{v,w}.

Proof. Assume that equality holds in all the nontrivial constraints of (Dn). Adding them together
yields ∑

u|n, u>1

βu + 3
∑
{v,w}

vw|n, v,w>1

β{v,w} =
∑

u|n, u>1

1

u
.

(One checks here that each β{v,w} occurs exactly three times across all the constraints.) Therefore,
using the definition of `D(β), we have

`D(β) =
∑

u|n, u>1

βu + 2
∑
{v,w}

vw|n, v,w>1

β{v,w} =
∑

u|n, u>1

1

u
−

∑
{v,w}

vw|n, v,w>1

β{v,w},

as asserted. �

4. PRIMAL LINEAR PROGRAM BOUND

Our object is to relate the bound for the primal linear program (Pn) to the density function D(n).
We establish such a relation for integers of a special form.

Given a product-free set S (mod n), note that S is the disjoint union of the sets Su for u | n, so
that |S| =

∑
u|n |Su| =

∑
u|n |Tu|αu =

∑
u|n ϕ

(
n
u

)
αu, and hence

D(S) =
1

n
|S| =

∑
u|n

1

n
ϕ
(n

u

)
αu.

On the other hand, the linear program (Pn) has the objective function

`P (α) =
∑

u|n,u>1

1

u
αu.
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These two functions assign different weights to the variables αu. These weights are related by the
inequality

1

n
ϕ
(n

u

)
≥ ϕ(n)

n

1

u
,

which goes in the wrong direction for obtaining an upper bound, but has the positive feature that
equality holds for those divisors u of n such that each prime factor of u divides n/u. The equality
case gives exactly those u such that each prime divisor of u divides n to a non-maximal power,
and in this case the coefficient of these variables αu in `P (α) is exactly n

ϕ(n)
times that of the same

variable appearing in D(S). This suggests that D(n) be compared with ϕ(n)
n

Lopt
P (n), and that this

be done in cases when all primes dividing n do so to a high power. We obtain the following result,
which controls the loss from the inequality above.

Theorem 4.1. Let n be an arbitrary positive integer and set

X = X(n) = blog nc, N = N(n) =

(
n
∏
p≤X

p

)X

.

Then n | N and

D(N) ≤ ϕ(N)

N

(
1 + Lopt

P (N)
)
. (4.1)

Proof. We first note that the theorem holds for all cases where X = 0 or 1, which correspond to
n ≤ 7. If X = 0, then N = 1 and D(N) = 0, so the inequality holds. If X = 1, then N = n. In
each case up to n = 7 we have D(N) < 1

2
≤ ϕ(N)/N except for n = N = 6, in which case it is

easy to see that D(N) = 1
3

= ϕ(N)/N . Thus we may assume that n ≥ 8, and hence X ≥ 2.
We next show that if X ≥ 2 and D(N) ≤ 1

2
then (4.1) holds. This would follow if we show that

ϕ(N)
N

(
1 + Lopt

P (N)
)

> 1
2

holds when X ≥ 2. We observe that∑
u|N

1

u
≥
∏
p|N

(
1 +

1

p
+

1

p2
+ · · ·+ 1

pX

)
≥
∏
p|N

(
1 +

1

p
+

1

p2

)
.

Using this fact together with Proposition 3.2 and X ≥ 2 we obtain

ϕ(N)

N

(
1 + Lopt

P (N)
)
≥ ϕ(N)

N

1 +
2

3

∑
u|N,u>1

1

u

 >
ϕ(N)

N
· 2

3

∑
u|N

1

u

≥ 2

3

∏
p|N

(
1− 1

p

)(
1 +

1

p
+

1

p2

)
=

2

3

∏
p|N

(
1− 1

p3

)
>

2

3ζ(3)
>

1

2
.

It remains to treat the cases where X ≥ 2 and D(N) > 1
2
. From [9], this implies that we may

assume that ω(N) ≥ 6. Note that if X ≤ 5, then n < e6 < 403, so that there are at most two
different primes greater than 5 dividing n, and so ω(N) ≤ 5. Hence we may assume that X ≥ 6.

Now suppose S is a product-free subset of Z/NZ having D(S) > 1
2
. We take αu := αu(S), as

in Lemma 2.2, whose values for u|N, u > 1 give a feasible solution to (PN), and Lemma 2.3 gives
α1 = 0. Every u | N is uniquely factorable as u = bv, where b‖N and v | (N/b)/rad(N/b). We
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have ϕ(N/u) = ϕ(N)/(ϕ(b)v). Thus,

|S| =
∑
u|N
u>1

|Su| =
∑
u|N
u>1

αuϕ

(
N

u

)
= ϕ(N)

∑
v| N

rad(N)

αv

v
+ ϕ(N)

∑
b‖N
b>1

b

ϕ(b)

∑
v| N/b

rad(N/b)

αvb

vb
.

Using αvb ≤ 1, the second expression on the right is at most

ϕ(N)
∑
b‖N
b>1

1

ϕ(b)
· σ(N/b)

N/b
≤ ϕ(N)

∑
b‖N
b>1

1

ϕ(b)
· N/b

ϕ(N/b)
= N

∑
b‖N
b>1

1

b
,

using σ(m)/m ≤ m/ϕ(m) (see [6, Theorem 329]). Hence

1

N
|S| ≤ ϕ(N)

N

∑
u|N
u>1

αu

u
+
∑
b‖N
b>1

1

b
. (4.2)

We now claim that ∑
b‖N
b>1

1

b
≤ ϕ(N)

N
. (4.3)

We defer its proof. Using (4.2) and the claim (4.3) we deduce that

1

N
|S| ≤ ϕ(N)

N

1 +
∑

u|N,u>1

αu

u

 ≤ ϕ(N)

N

(
1 + Lopt

P (N)
)
.

Since this holds for all product-free sets S ⊂ Z/nZ with D(S) > 1
2
, we conclude that the bound

(4.1) holds for D(N), completing the argument.
It remains to prove the claim (4.3). Since each number b with b‖N is an Xth power, we have∑

b‖N
b>1

1

b
<

∞∑
m=2

1

mX
<

1

2X
+

∫ ∞

2

dt

tX
≤ 1.4

2X
, (4.4)

using X ≥ 6. Since the number of distinct primes dividing n that exceed X is at most log n/ log X <
(X + 1)/ log X < X for X ≥ 6, we have

ϕ(N)

N
=
∏
p|n

p>X

(
1− 1

p

)∏
p≤X

(
1− 1

p

)
>

(
1− 1

X

)X ∏
p≤X

(
1− 1

p

)
>

1

3

∏
p≤X

(
1− 1

p

)
. (4.5)

Using an explicit estimate of Rosser and Schoenfeld [10, Corollary to Theorem 7] and (4.5), we
see that

ϕ(N)

N
>

1

3eγ log X

(
1− 1

log2 X

)
(4.6)

and so (4.4) and (4.6) imply that (4.3) holds when X ≥ 6. �
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5. PROOF OF THEOREM 1.1

Let n be a large integer, let X = blog nc, and let

N = N(n) =

(
n
∏
p≤X

p

)X

,

as in Theorem 4.1. Lemma 2.3 implies that any product-free set S having D(S) ≥ 1
2

necessarily
has α1 = 0, and for these, Lemma 2.2 shows that the remaining αu with u > 1 give a feasible
solution to (PN).

To bound the primal LP objective function from above, we investigate the dual linear program
(DN). A trivial choice for the variables β, in which all the nontrivial constraints hold with equality,
is to have each βu = 1/u and each β{u,v} = 0. This gives Lopt

D (N) ≤
∑

u|N,u>1
1
u

= σ(N)
N

− 1.
Using Theorem 4.1 and Proposition 3.1, we obtain

D(N) ≤ ϕ(N)

N
(1 + Lopt

P (N)) =
ϕ(N)

N
(1 + Lopt

D (N)) ≤ ϕ(N)

N

σ(N)

N
< 1, (5.1)

when N > 1. Using Theorem 4.1, (5.1) leads to an estimate of the shape D(n) < 1 − c/nlog 2,
which is much worse than our estimate (2.5). However we will improve on this upper bound by
deforming this solution via “mass shifting” from some of the variables βu to the other variables
β{v,w}, while keeping all the nontrivial constraints tight.

To maximize the gain, Proposition 3.3 suggests that one should move as much “mass” as possible
onto the variables β{u,v}. As a critical parameter for the mass-shifting, we introduce

k = k(X) =
⌊e

4
log log X

⌋
. (5.2)

We discuss this parameter choice in Remark 5.2 after the proof.

Lemma 5.1. With the value of k just defined, we have(
2k

k

)
� 4k

√
k
� (log X)

e
2

log 2

√
log log X

� (log log X)k

k!
�

∑
m≤X

Ω(m)=k

1

m
.

Proof. The first three relations are clear from Stirling’s formula and the definition of k. The last
relation can be derived using a famous theorem of Sathe and Selberg [12] (see also [8, Theorem
7.19]). We use only the somewhat weaker version: for all x ≥ 20 and ε > 0, over the range of
integers j with 1 ≤ j ≤ (2− ε) log log x the estimate

∑
m≤x

Ω(m)=j

1 � x

log x

(log log x)j−1

(j − 1)!
(5.3)
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holds uniformly, the implied constants depending only on ε. By partial summation, we have∑
m≤X

Ω(m)=k

1

m
=

1

X

∑
m≤X

Ω(m)=k

1 +

∫ X

1

1

t2

∑
m≤t

Ω(m)=k

1 dt

=

∫ X

1

1

t2

∑
m≤t

Ω(m)=k

1 dt + O(1) =

∫ X

e
√

log X

1

t2

∑
m≤t

Ω(m)=k

1 dt + O
(√

log X
)

.

Using (5.3) and the already proved third relation,∫ X

e
√

log X

1

t2

∑
m≤t

Ω(m)=k

1 dt �
∫ X

e
√

log X

1

t log t

(log log t)k−1

(k − 1)!
dt

=
(
1− 2−k

) (log log X)k

k!
� (log X)

e
2

log 2

√
log log X

.

Since e
2
log 2 > 1

2
, the error O(

√
log x) is negligible, and so the last relation in the lemma follows.

�

Based on Lemma 5.1 we choose as a weight parameter

A = A(X) := c0(log X)
e
2

log 2/
√

log log X.

where c0 is chosen large enough to assure that for all large n we have both

A ≥
(

2k

k

)
,

1

2
A ≥

∑
m≤X

Ω(m)=k

1

m
. (5.4)

We now define the variable values for a better feasible solution to the dual linear program (DN).
If uv | N , u, v > 1, we set

β{u,v} :=


1

uvA
, when u, v ≤ X and Ω(u) = Ω(v) = k,

0 otherwise.

We then choose the variables βu by the rule

βu :=
1

u
−
∑∗

v
uv|N

β{u,v} −
∑
{v,w}
vw=u

β{v,w},

where we continue to understand that u, v, w run over divisors of N that exceed 1. That is, these
variables are obtained from the βu in the “trivial” solution by subtracting off exactly the amount
required by the new β{u,v} needed to keep the constraints C(αu) tight. The parameter A in the
definition of β{u,v} serves as a weight chosen (approximately) optimally so that the new βu will
remain nonnegative.

Thus, we have equality in the constraints C(αu), and we next show that we have nonnegativity
for our variables βu, so that we have a dual feasible solution. First note that if Ω(u) 6= k, 2k, then

10



βu = 1/u > 0. Now suppose that Ω(u) = k. Then,

βu =
1

u
−
∑∗

v
uv|N

β{u,v} ≥
1

u
− 2

uA

∑
v≤X

Ω(v)=k

1

v
≥ 0,

by (5.4). Finally suppose that Ω(u) = 2k. Then,

βu =
1

u
− 1

uA

∑
{v,w}
vw=u

Ω(v)=Ω(w)=k

1 ≥ 0.

The inequality holds because the number of summands here is at most the number of partitions of
a 2k-element set into two k-element sets, which is 1

2

(
2k
k

)
< A, by (5.4).

Thus, β is feasible for (DN), and so `D(β) ≥ Lopt
P (N), by Proposition 3.1. We now get an upper

bound for `D(β) using Proposition 3.3:

`D(β) =
∑
u|N
u>1

1

u
−
∑
{u,v}

β{u,v} ≤
∑
u|N
u>1

1

u
− 1

2

∑
u, v

u,v≤X
Ω(u)=Ω(v)=k

β{u,v} =
(σ(N)

N
− 1
)
− 1

2A

 ∑
u≤X

Ω(u)=k

1

u


2

.

By Lemma 5.1, the sum here is of order (log X)
e
2

log 2/
√

log log X , and A is of this order as well.
Since σ(N)/N ≤ N/ϕ(N), we obtain

`D(β) ≤
( N

ϕ(N)
− 1
)
− c1

(log X)
e
2

log 2

√
log log X

(5.5)

for some absolute constant c1 > 0 and all sufficiently large n.
We next obtain an upper bound for D(N). Theorem 4.1 and Proposition 3.1 combine with (5.5)

to yield

D(N) ≤ ϕ(N)

N

(
1 + Lopt

P (N)
)
≤ ϕ(N)

N

(
1 + `D(β)

)
≤ ϕ(N)

N

(
N

ϕ(N)
− c1

(log X)
e
2

log 2

√
log log X

)
.

Now the lower bound (4.6) yields

D(N) ≤ 1− c

(log X)1− e
2

log 2
√

log log X

for some positive constant c and for all n sufficiently large.
Finally, since D(n) ≤ D(N) by Lemma 2.1, this bound applies to D(n) as well. But log X ≤

log log n, so
D(n) ≤ 1− c

(log log n)1− e
2

log 2
√

log log log n

holds for n sufficiently large. Since D(n) < 1 for all n, by adjusting c if necessary, we have the
inequality holding for all n ≥ 20. This completes the proof of Theorem 1.1.

Remark 5.2. The choice of the critical parameter (5.2) in the argument is based on specific fea-
tures of the dual LP. Each dual variable β{u,v} appears with weight 1 in three nontrivial dual LP
constraints, namely in C(αu), C(αv) and C(αuv). (If u = v it appears in C(αu) with weight
2.) If some mass is assigned to the variable β{u,v} this mass counts towards the constraint masses
1
u
, 1

v
, 1

uv
(i.e., the right hand sides of the dual nontrivial constraints for which β{u,v} appears.) Now,
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for any fixed value of the parameter k, at least one of w = u, v, uv will satisfy either Ω(w) ≤ k
or Ω(w) > 2k. This, together with the condition of equality of all dual constraints (note that the
contribution from the βu-terms is positive), gives that∑

{u,v}

β{u,v} ≤
∑

u:Ω(u) 6∈[k+1,2k]

∑∗

v:uv|N

β{u,v} +
∑

{v,w}:vw=u

β{v,w}

 ≤
∑

u:Ω(u) 6∈[k+1,2k]

1

u
, (5.6)

which imposes an upper bound on the total mass shifting. The value (5.2) for k minimizes the
right side, and establishes the strongest upper limit of this kind on the mass that can be moved.
Since a positive fraction of the mass on the right side occurs at level k, this suggests attempting to
move mass on exactly this level. The proof then shows that this upper limit can be attained, up to
a constant factor. Finally the restriction in the definition of β{u,v} to u, v ≤ X is convenient and
does not appreciably alter the situation.

6. PROOF OF THEOREM 1.2

This result is proved by a modification of the proof of Theorem 1 in [7].
Let `x denote the least common multiple of the integers in [1, x], and let nx = `2

x. As in the
previous section, let k = k(x) = b e

4
log log xc. Instead of the specific values k and 2k which

occurred in the previous section, the key now is the interval (k, 2k). In the proof of Theorem 2.1
in [7], we showed that

D(nx) ≥ 1− π(x)

x
− ϕ(nx)

nx

∑
d|`x

Ω(d) 6∈(k,2k)

1

d
≥ 1− π(x)

x
− ϕ(nx)

nx

∑
P (d)≤x

Ω(d) 6∈(k,2k)

1

d
,

where P (d) denotes the largest prime factor of d > 1 (and P (1) = 1). Our result then followed
from the bounds ϕ(nx)/nx � 1/ log x and log x � log log nx, and from the estimate∑

P (d)≤x
Ω(d) 6∈(k,2k)

1

d
� (log x)

e
2

log 2. (6.1)

Our objective here is to improve on the estimate (6.1) and show that∑
P (d)≤x

Ω(d) 6∈(k,2k)

1

d
� (log x)

e
2

log 2

√
log log x

, (6.2)

from which Theorem 1.2 follows directly. Towards doing this, we prove the following lemma.

Lemma 6.1. Let ε > 0 be arbitrary but fixed. Let P be a non-empty set of prime numbers and
assume s :=

∑
p∈P 1/p < ∞. Let NP denote the set of integers all of whose prime factors come

from P . Then
sj

j!
≤
∑

n∈NP
Ω(n)=j

1

n
�ε

sj

j!

for every integer 0 ≤ j ≤ (2− ε)s.

Remark 6.2. If the least prime inP is p0, then this result can be extended to the range j ≤ (p0−ε)s,
with the implied constant then depending on both p0 and ε.
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Proof. The lower bound is almost immediate and it holds for all j. Indeed, expanding sj by the
multinomial theorem, each term is of the form bn/n where bn is a multinomial coefficient, n ∈ NP ,
and Ω(n) = j. Since bn ≤ j!, the lower bound follows. We note that this argument also shows that
sj/j! stands as an upper bound for the sum over squarefree n in the lemma.

For n ∈ NP , write n = m2u, where u is squarefree. Since Ω(m2) = 2Ω(m), we have by the
observation above about squarefree numbers,

Wj :=
∑

n∈NP
Ω(n)=j

1

n
≤

∑
m∈NP

Ω(m)≤j/2

1

m2
· sj−2Ω(m)

(j − 2Ω(m))!
.

This, together with j!/(j − 2Ω(m))! ≤ j2Ω(m), gives that

Wj ≤
sj

j!

∑
m∈NP

Ω(m)≤j/2

1

m2
· j!

(j − 2Ω(m))!
s−2Ω(m) ≤ sj

j!

∑
m∈NP

Ω(m)≤j/2

1

m2
·
(

j

s

)2Ω(m)

≤ sj

j!

∑
m∈NP

Ω(m)≤j/2

(2− ε)2Ω(m)

m2
≤ sj

j!

∏
p∈P

(
1 +

∞∑
i=1

(2− ε)2i

p2i

)

=
sj

j!

∏
p∈P

(
1−

(
2− ε

p

)2
)−1

�ε
sj

j!
,

and the proof of the lemma is complete. �

We now prove (6.2), which as we have seen, is sufficient for the proof of Theorem 1.2. We may
assume that x is large. Let P be the set of primes in [1, x], so that NP consists of the integers n
with P (n) ≤ x and s = log log x + O(1). Let aj = sj/j! and note that if j < k, then aj/aj+1 is
bounded below 1. Thus, by Lemma 6.1 and Lemma 5.1, we have∑

P (n)≤x
Ω(n)≤k

1

n
�
∑
j≤k

aj � ak �
(log x)

e
2

log 2

√
log log x

.

Similarly, aj+1/aj is bounded below 1 when j ≥ 2k, so that by Lemma 6.1 applied for 2k ≤ j ≤
2.5k (< 1.7 log log x), ∑

P (n)≤x
2k≤Ω(n)≤2.5k

1

n
�

∑
2k≤j≤2.5k

aj � a2k �
(log x)

e
2

log 2

√
log log x

,

the last inequality holding as in the third relation in Lemma 5.1. It remains to consider those n
with Ω(n) > 2.5k. Using [7, Corollary 2.5], we have that∑

P (n)≤x
Ω(n)≥(2.5e/4) log log x

1

n
� (log x)−(2.5e/4) log(2.5/4) < (log x)0.8,

which is negligible. This then proves (6.2) and Theorem 1.2.
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