HECKE THEORY AND EQUIDISTRIBUTION FOR
THE QUANTIZATION OF LINEAR MAPS OF THE
TORUS

PAR KURLBERG AND ZEEV RUDNICK

ABSTRACT. We study semi-classical limits of eigenfunctions of a
quantized linear hyperbolic automorphism of the torus (“cat map”).
For some values of Planck’s constant, the spectrum of the quan-
tized map has large degeneracies. Our first goal in this paper is
to show that these degeneracies are coupled to the existence of
quantum symmetries. There is a commutative group of unitary
operators on the state-space which commute with the quantized
map and therefore act on its eigenspaces. We call these “Hecke
operators”, in analogy with the setting of the modular surface.

We call the eigenstates of both the quantized map and of all
the Hecke operators “Hecke eigenfunctions”. Our second goal is to
study the semiclassical limit of the Hecke eigenfunctions. We will
show that they become equidistributed with respect to Liouville
measure, that is the expectation values of quantum observables in
these eigenstates converge to the classical phase-space average of
the observable.

1. INTRODUCTION

1.1. Background. One of the key issues of “Quantum Chaos” is the
nature of the semi-classical limit of eigenstates of classically chaotic
systems. When the classical system is given by the geodesic flow on a
compact Riemannian manifold M (or rather, on its co-tangent bundle),
one can formulate the problem as follows: The quantum Hamiltonian is,
in suitable units, represented by the positive Laplacian —A on M. To
measure the distribution of its eigenstates, one starts with a (smooth)
classical observable, that is a (smooth) function on the unit co-tangent
bundle S*M, and via some choice of quantization from symbols to
pseudo-differential operators, forms its quantization Op(f). This a
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zero-order pseudo-differential operator with principal symbol f. The
expectation value of Op(f) in the eigenstate ¢ is (Op(f)v, ¥).

Let 1; be a sequence of normalized eigenfunctions: Aw; + A\jp; = 0,
Jis [¥]? = 1. The problem then is to understand the possible limits as
Aj — oo of the distributions

(1.1) f € C®(S* M) — (Op(f)e, ;).

In the case that the geodesic flow is “chaotic”, it is assumed that the
eigenfunctions are “random”, for instance in the sense that the expec-
tation values converge as \; — 0o to the average of f with respect to
Liouville measure on S*M. The validity of this for almost all eigen-
modes if the classical flow is ergodic (so a very weak notion of chaos!) is
asserted by “Schnirelman’s theorem” [21] !, a fact sometimes referred
to as quantum ergodicity. The case where there are no exceptional
subsequences is called Quantum Unique Ergodicity (QUE). Its validity
seems to be a very difficult problem, to-date unsolved in any case where
the dynamics are truly chaotic (see however Marklof and Rudnick [16]
where QUE is proved for an ergodic, though non-mixing, model case).

1.2. Cat maps. In order to shed some light on the validity of QUE,
we look at a “toy model” of the situation - the quantization of linear
hyperbolic automorphisms of the 2-dimensional torus T?. Here the
phase space T? is compact and instead of a Hamiltonian flow we con-
sider a discrete time dynamics, generated by the iterations of a single
map A € SL(2,Z). If A is hyperbolic, that is |tr A| > 2, then this
map is a paradigm of chaotic dynamics. Such maps are sometimes
called “cat maps” in the physics literature. A quantization of these
“cat maps” was proposed by Hannay and Berry [9] and elaborated on
in [13, 6, 7, 12, 25]. We review this in some detail in Sections 2, 3. In
particular the admissible values of Planck’s constant are inverse inte-
gers h = 1/N, and the Hilbert space of states Hy ~ L?(Z/NZ) of the
quantum system is finite dimensional, of dimension N = h~!. To every
classical observable f € C°°(T?) one associates an operator Op(f) on
Hy, the corresponding quantum observable. The quantization of the
cat map is a unitary operator Uy(A) on Hy, the quantum propaga-
tor, unique up to a phase factor, characterized by an exact? version of
Egorov’s theorem

(12)  Un(A)" Opy(f)Un(A) = Opy(fod),  Vfe (T

Isee Zelditch [24] and Colin de Verdiere [5] for proofs.
2This ezact version of Egorov’s theorem is very special and is a consequence of
the map being linear.
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The eigenvectors ¢ of the quantum propagator Uy (A) are the ana-
logues of the eigenmodes of the Laplacian, and to study their concen-
tration properties one forms the distributions

f = (Opn(f)9, 9)

In particular we want to understand the quantum limits as N — oo.
An analogue of Schnirelman’s theorem in this setting was proven in
(3, 25]. Ome would like to know if QUE holds, that is if the only
quantum limit is the uniform measure on T?.

The spectrum of the quantum propagator Uy(A) has degeneracies,
which renders the study of possible quantum limits difficult. The de-
generacies are systematic and are inversely related to the order of A
mod 2N. Degli Esposti, Graffi and Isola [7] showed that if instead of
looking at all integer values of N, one restricts to the sparse® subse-
quence consisting of primes for which the degeneracies are bounded, and
moreover split in the quadratic extension of the rationals containing the
eigenvalues of A, then the only limit is indeed the uniform measure.

Our first goal in this paper is to show that the degeneracies are
coupled to the existence of quantum symmetries. There is a commu-
tative group of unitary operators on Hy which commute with Uy (A)
and therefore act on each eigenspace of Uy(A). We will call these
“Hecke operators”, in analogy with the setting of the modular surface®
20, 15, 10]. We may thus consider eigenfunctions of the desymmetrized
quantum map, that is eigenstates of both Uy (A) and of all the Hecke
operators. We call these Hecke eigenfunctions. Our second goal is to
show that these become equidistributed with respect to Liouville mea-
sure, that is the expectation values of quantum observables in Hecke

eigenstates converge to the classical phase-space average of the observ-
able.

1.3. Results. We turn to a detailed description of our results. We
first carry out a systematic study of the quantum propagator. We
define Uy (A) so that it only depends on the remainder of A mod 2N
and satisfies (1.2). One gets a projective representation A — Uy (A)
of the subgroup of “quantizable” elements in the finite modular group
SL(2,Z/2NZ). We explain (Section 4) that it can be made into an
ordinary representation if we further restrict to the subgroup I'(4,2N)

31t is an open problem to show that there are infinitely many primes where
the degeneracy is bounded. This is known assuming the Generalized Riemann
Hypothesis, which in fact guarantees that a positive proportion of the primes satisfy
the assumption.

4A notable difference between our setting and the modular surface is that there
one expects few, if any, degeneracies.
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given by ¢ = I mod 4 for N even, g = I mod 2 for N odd. Thus
for A, B € I'(4,2N) we have Uy(AB) = Uy(A)Un(B). Consequently,
if AB = BA mod 2N then their propagators commute. This is the
basic principle that we use to form the Hecke operators.

Fix a hyperbolic matrix A, which we will further assume lies in the
congruence subgroup

I'4)={9g€SL(2,Z) : g=1 mod 4}

so that its reduction modulo 2N lies in I'(4,2N) for all N. To find
matrices commuting with A modulo 2N, we use the connection with
the theory of real quadratic fields (Section 5): If « is an eigenvalue
of A, form © = Z[a] which is an order in the real quadratic field
K = Q(«). There is an O-ideal I so that the action of o on I by
multiplication has A as its matrix in a suitable basis. Thus the action
of © on I by multiplication gives us an embedding ¢ : O < Maty(Z),
and induces a map ¢ : O/2NO — Maty(Z/2NZ). Under this map,
the images of elements § € O/2NO whose Galois norm is 1 mod 2N
lie in SL(2,Z/2NZ) and commute with A modulo 2N. If we further
require that 7 =1 mod 49 then we get a group of commuting matrices
1(B) € T'(4,2N), whose quantum propagators Uy (¢(3)) commute with
Un(A) and with each other. These are our Hecke operators.

Since the Hecke operators commute with Uy(A), they act on its
eigenspaces, and since they commute with each other there is a basis
of Hy consisting of joint eigenfunctions of Uy (A) and the Hecke oper-
ators, whose elements we call Hecke eigenfunctions. Our main theorem
is

Theorem 1. Let A € T'(4) be a hyperbolic matriz, and f € C*(T?)
a smooth observable. Then for all normalized Hecke eigenfunctions
¢ € Hy of Un(A), the expectation values (Opy(f)o, d) converge to the
phase-space average of f as N — oo. Moreover, for all € > 0 we have

(Opn(f)o, ) = f(z)dz + Of,e(N_1/4+E), as N — oo
T2

Remark 1.1. Tt is easy to extend Theorem 1 to give similar results for
matrix elements of Opy(f). When N is such that the degeneracies
in the spectrum of Uy (A) are sufficiently small, this implies as in [7]
that the expectation values of Opy(f) in all eigenstates converge to

ng f(z)dz.

Remark 1.2. The exponent of 1/4 in our theorem is certainly not opti-
mal, and more likely the correct exponent is 1/2. That is the exponent
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given in [7], where the problem is reduced to one-variable exponen-
tial sums, which can be estimated using Weil’s theorem - the Riemann
Hypothesis for a curve over a finite field.

What we in fact show (Theorem 9) is that if ¢;, ¢ = 1,..., N is an
orthonormal basis of H consisting of Hecke eigenfunctions then

N

from which we deduce Theorem 1 by taking an orthonormal basis with
¢1 = ¢ and omitting all but one term on the LHS. If all terms on the
LHS are of roughly the same size then we would expect this to give the
exponent 1/2.

4
< N—1+e

(Opn (f)is i) — - f(z)dx

The proof of Theorem 1 is reduced to a counting problem in Section 6.
This in turn comes down to counting solutions of the congruence

fr— B2+ B3 —0B=0 mod NO

in norm-one elements 3; € O/N®O. The number of such norm-one
elements is O(N'*¢) (Lemma 8), and since this equation has 3 degrees
of freedom, the trivial bound of the number of solutions is O(N3"€),
Ve > 0. To get any result in Theorem 1 we need to show that the
number of solutions is O(N3~°%) for some § > 0, that is any saving over
the trivial bound would do. This is accomplished in Section 7 where
we show that the number of solutions is O(N?T¢), the optimal bound.
Acknowledgements: We thank J. Bernstein, D. Kazhdan, J. Keat-
ing, J. Marklof, F. Mezzadri, P. Sarnak and S. Zelditch for helpful
discussions concerning various points in the paper.
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2. BACKGROUND ON QUANTIZATION OF MAPS

In this paper we consider the quantization of linear (orientation pre-
serving) automorphisms of the torus T? = R?/Z?, that is elements of
the modular group SL(2,Z), which for the most part will be assumed
hyperbolic (known as “cat maps” in some of the literature). For this
we first review a procedure (one of several) for quantization of maps.

The first to quantize the cat map were Hannay and Berry [9]. We
will follow in part an approach by means of representation theory which
was developed by Knabe [13] and Degli Esposti, Graffi and Isola [6, 7].
See also [12, 3, 25| for other approaches.

2.1. The quantization procedure. We start by describing some desider-
ata for a quantization procedure for a symplectic map A of a phase
space. In the literature it is customary to distinguish two components

of the quantization procedure - a kinematic component and a dynam-
ical one.

In the kinematic component one constructs a Hilbert space Hj, of
states of the quantum system® and an algebra of operators on the
space - the algebra of quantum observables. Smooth functions f on
the classical phase space of the system (that is classical observables)
are mapped to members Op,(f) of this algebra. To make the connec-
tion with the classical system, it is required that in the limit A — 0,
the commutator of the quantization of two observables f, g reproduce

the quantization of their Poisson bracket {f, g} = _; %g—j - g—;%:
J J J J

i
7 10p4(f), Op(9)] = Opy({f. 9}) -—> 0
(we won't specify the sense of convergence).

The dynamical part of quantization amounts to prescribing a discrete
time evolution of the algebra of quantum observables, that is a unitary
map Up(A) of Hj, which reproduces the classical map A in the limit
h — 0 in the sense that:

(2.2) Un(A)™" Opy(£)Un(A) = Opy(f 0 A) —— 0

(2.1)

(this is the analogue of Egorov’s theorem).

In our case, the classical phase space is the torus T?. The classical
observables are smooth functions on T2, We will find that Planck’s
constant h is restricted to be an inverse integer: h = 1/N, N > 1.
The state-space H;, will be Hy = L?(Z/NZ). To each observable
f € C°(T?) we will assign, by an analogue of Weyl quantization, an

51 stands for Planck’s constant.
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operator Opy(f) on Hy so that (2.1) holds, where convergence is in
the space of N x N matrices. The dynamics will be given by a linear
map A € SL(2,Z) so that z = () € T? — Az is a symplectic map
of the torus. Given an observable f € C°°(T?), the classical evolution
defined by A is f+— fo A, where fo A(z) = f(Ax). It turns out that
for a certain subset of matrices A, there is a unitary map Uyn(A) on
L*(Z/NZ) so that an exact form of (2.2) holds:

Un(A)"" Opy(f)Un(A) = Opy(f o A), Vf e C™(T?

This will be our discrete time evolution.
Below we describe these procedures in detail.

2.2. Kinematics: The space of states. As the Hilbert space of
states, we take distributions 1)(¢) on the line R which are periodic in
both the position and the momentum representation. As is well known,
this restricts Planck’s constant to take only inverse integer values. We
review the argument: Recall that the momentum representation of a
wave-function v is

Fnh(p / W(g)e 2™ dg
\/_
We then require

V(g+1)=v(q),  Fubp+1) = Fab(p)

(one may just require that this hold up to a phase). From periodicity
in the position representation, we get

)

nez
where .
e(z) == ez

In the momentum representation that is applying Fn, we get

Fro(p \/_Z cn0(p — nh)
neZ

Now in order that F,¢(p+1) = Fpib(p) we clearly need ¢ € Z, that is
for some integer N > 1 that

"=N
In that case we also need
CntN = Cp
Thus one finds that A = 1/N and the space of states is finite dimen-
sional, of dimension N = 1/h, and consists of periodic point-masses at
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the coordinates ¢ = Q/N, Q € Z. We may then identify Hy with the
N-dimensional vector space L*(Z/NZ), with the inner product (-, -)
defined by

o) =5 3 @U@

Q mod N

2.3. Quantizing observables. Next we construct quantum observ-
ables: For a free particle on the line, we would take as the basic ob-
servables the position and momentum operators

A . h dv

q(q) = qilq),  pY(q) == ;d—q(q)

(h = h/2m). For our periodic phase space we take the basic observ-
ables to be e(§) = €™ and e(p), which correspond to the phase space
translations

e(@v(q) = e()¥(q),  e(P)v(q) =v(g+h)

Corresponding to the commutation relation

R . h
[4,9) = ih = —o—
we find that
e(@)e(p) = e > e(p)e(q)
Writing

t1 :=e(p), ty :=e(q)
(so that tot; = e~ 2™t ty) we put for n = (ny,no) € Z?

iTning

(2.3) Tn(n) :=e th?ty)!
Their action on a wave-function ¢ € L*(Z/NZ) is
(2.4 Ta(n)o(@) = ¥ e("22)0(Q + m)

These are clearly of period 2N in n:
Tn(n+2Nm) =Ty(n), n,m € Z*
The adjoint of Ty (n) is given by

(2.5) Tn(n)* =Tn(—n)

They also satisfy

(2.6) Tn(m)Tx(n) = e =% Ty (m + n)
where

w(m,n) = ming — many
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Now we can finally construct quantum observables: For any smooth
classical observable f € C°°(T?) with Fourier expansion

fx) =) faeln-z), x=(§)eT?
nez?
we define its quantization Opy(f) as
Opy(f):= Y faTw(n)
nez?

The verification of (2.1) is an easy calculation using (2.6).

2.4. The Heisenberg group. We now digress to connect this con-
struction to the representation theory of a certain Heisenberg group
H2N-

For vectors x = (z1,22), ¥y = (y1,y2) define w(z,y) ‘= x1y2 — x2y1.
This is a non-degenerate symplectic form. The Heisenberg group Hsy
is defined to be the set (Z/2NZ)* x Z/2NZ with multiplication

(z,2) - (2,2) = (42", 2+ 2 +w(z,2))

This is at odds with the standard convention where one multiplies w
by 1/2, but is essential for us because 2 is not invertible in Z/2NZ.

It is useful to record various facts about the multiplication in Hoy:
The inverse of (z, z) is

(27) (l‘7 Z)_l = (_l'a _Z)
The commutator of two elements is given by
(2.8) (z,2) (', 2) (2, 2) M2, 2/) "~ = (0, 2w(z, 7))

From this commutator identity and the fact that w is non-degenerate
we immediately find

Lemma 2. The center of Haon is (NZ/2NZ)* x Z/2NZ, that is
Cent(Hay) = {(N¢,Nn,z) :¢,n=0,1, =z€Z/2NZ}
We define a representation of Hoy on L*(Z/NZ) by setting
2
o) In(n)
From the relation (2.6) it follows that 7(h)w(h') = w(hh'), i.e. we do

indeed get a representation.
The center of Hyy then acts via the character x given by

zZ+ %yo)
2N

m(n,z) =¢e(

X(I()? Yo, Z) = 6(

(tha‘t 1s 7T(££07 Yo, Z) = X(l‘o, Yo, Z)I)
The basic facts about 7 and the representation theory of Hyy are
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Proposition 3. i) All irreducible representations of Han have dimen-
sion at most N.

ii) The representation 7 is irreducible, and is the unique irreducible
N -dimensional representation with central character x.

We omit the details of the proof; the main point (which is easy to
verify from the definitions) is

Lemma 4. the trace of T(n) is given by

N ifn=(0,0) mod N,
0  otherwise.

[tr Tn(n)| = {

Proof. Let ¢; = V/N§; where §; is the Dirac delta function supported
at 7, so that {¢;}Y¥, is an orthonormal basis of L?(Z/NZ). Then

N

tr Tn(n) = Z(TN(H)@, bi)

=1

and by equation (2.4)

2

T(m)6(Q) = e 22250 1 my)
= (ML (@)

= (T (@)

Therefore tr Ty(n) = 0 unless n; =0 mod N, in which case

N N :
. —MN1M2 @

;<TN(n)¢ia¢i> = ¢( ON );d N ).

The result now follows since S~ e(™2) equals N if no = 0 mod N,
and is zero otherwise. U

2.5. Description of 7 as an induced representation. Let Y be
the subgroup of elements

Y ={(z0,v,2) 1 y,2 € Z/2NZ,xy € NZ/2NZ}
It is easily seen to be a normal, maximal abelian subgroup, of index
N, containing the center. Set for (xg,y,z) € Y
z+ xoy)
2N

This is a character of Y (we need to use 229 =0 mod 2N in verifying

this), restricting to the character x(zo, o, 2) = e(ZJ“;—ngo) of the center.

T(0,Y,2) = ¢e(
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We consider the induced representation Ind{fQN 7 of the Heisenberg
group. The basic model for it is the space of functions ¢ : Hoy — C
satisfying ®(ah) = 7(a)®(h) for a € Y, h € Hyy. The action of the
group is by right multiplication h®(h') := ®(h'h). By restricting to the
subgroup X = {(z,0,0)} we can realize this induced representation as
functions on Z/2NZ which are N-periodic (since the element (N, 0,0)
lies in X NY’). This space of functions we can identify with L?(Z/NZ).

Let us compute the action of a group element h = (z,y, 2) € Hayy in
this model. For this we need to write (2/,0,0)-h as a-(z"”,0,0), a € Y.
The relevant identity is

(,0,0)(z,y,2) = (0,y, 2 + zy + 22"y) (' + 2, 0,0)
Thus the element h = (x,y, z) acts as
z+xy + 22y

ho(z") = e( 5N Jp(2' + )

In particular (z,0,0) acts as translation by x and (0, y,0) as a multipli-
cation operator ¢(z') — e(%’w(a:’ ). The center acts by the character
(20, Yo, z) — e(Z52¥2). These show that 7 coincides with the induced

representation Ind{>™ 7.
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3. DYNAMICS: QUANTIZED CAT MAPS

We now show how to assign to (certain) linear automorphisms A of
the torus T? a unitary operator Uy(A) on L*(Z/NZ), which satisfies:
For all observables f € C>(T?)

Un(A)"  Opy(f)Un(A) = Opy(f o A),

The finite modular group SL(2,Z/2NZ) acts by automorphisms on
the Heisenberg groups Hyy via (7, 2)% := (zA4,2), A € SL(2,Z/2NZ).
That this is indeed an automorphism (that is (hyhy)? = h{th4) follows
from A preserving the symplectic form w. Moreover we have (h*)? =
hAB.  Composing the representation m of Hsy with A gives a new
representation w4(h) = m(h?), which is clearly still an irreducible
N-dimensional representation. Its central character y* can be easily
computed as follows: if xg,yo € NZ/2NZ and (z1,v1) = (z0,Yo)A then
x4 is given by

zZ+ 11y
XA(:CO?yOa Z) = X((xo, yo)A, Z) = Q(Tll)
This will be the same character as y iff z1y1 = xoyp mod 2N for

all xg,yo € NZ/2NZ. Writing A = (¢%) and z9p = Ne, yo = N,
€,n € Z/27Z, this is equivalent to requiring
N(abe* +cdn*) =0 mod 2, Ve,n € Z/2Z
or
Nab= Ncd =0 mod 2
This is only a restriction if NV is odd, and is satisfied by the elements
of the theta group

Ty(2N) = {(i Z) € SL(2,Z/2NZ) :ab=cd =0 mod 2}

Therefore if A € T'9(2N), we get a unitarily equivalent representa-
tion 74 of Hsy. Thus there is a unitary map Uy (A), the quantum
propagator associated to A, so that

7(h) = Un(A) " 'n(h)Ux(A),  Vh € Hay

In particular we find

and consequently for all observables f € C>(T?),
(3.2) Opy(f o A) = Un(A)™" Opy(f)Un(A)

We now for any “quantizable” element A € SL(2,Z) (that is A =
(2%) with ab = e¢d = 0 mod 2), we define the quantum propagator
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(or “quantized cat map”) to be Uy(A) where A € SL(2,Z/2NZ) is
the reduction of A modulo 2N. Thus by its construction, Uy(A) only
depends on the reduction A mod 2N. (This is a difference from the
construction in Hannay and Berry [9]).
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4. MULTIPLICATIVITY

The quantum propagators Uy (A) are uniquely defined up to a phase-
factor, because of the irreducibility of 7 (Schur’s lemma). Thus they
define a projective representation of I'y(2N), that is

Un(AB) = eNABD Uy (A)Uy(B) A, B € Tyh(2N)
Define the subgroup

I'(4,2N) = {g € SL(2,Z/2N7Z) : {9 =Imodd4, N even}

g=1Imod2, N odd

The goal of this section is to show that there is a choice of phases
for the propagators Uxn(A) so that on the subgroup I'(4,2N) the map
A+ Upy(A) is a homomorphism:

Theorem 5. There is a choice of quantum propagators so that
Un(AB) =Un(A)UN(B), A,Bel(4,2N)
As a consequence we find

Corollary 6. If A, B € T'(4,2N) commute mod 2N then their propa-
gators also commute: Un(A)Un(B) = Un(B)Uy(A).

Theorem 5 in various guises is essentially known, and arose out of
the study of theta-functions and the Weil representation. One form is
due to Kubota [14] (see also [8]). There are also treatments purely at
the finite level [18, 1]. Since Corollary 6 is absolutely crucial to our
work, and we did not find a good reference for the exact form that
we need, we will sketch a proof (or more precisely, a verification) of
Theorem 5. We wish to note that Theorem 5 is a-priori more subtle
than Corollary 6, since once we know that there is some choice of phases
for which Corollary 6 holds, than it holds for all choices; this is not the
case with Theorem 5.5

4.1. Reduction to prime powers. Factor 2N =[] p* = 2" [ _,p" =
2¥M, M odd. The Chinese remainder theorem gives an isomorphism

Z/2NZ~ [ 2/v"2
p

given by
z +— (z mod p*),

6We thank Jon Keating for emphasizing this point to us.
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with inverse

2N
(x, mod pk”)p — Z ——TpTp mod 2N
p P

where 7, is the inverse of 2N/p* modulo p*». Correspondingly we have
a bijection

L*(Z/2NZ) ~ R) L*(Z/p*Z)

We define the phase space translations 7" on L*(Z/p**Z) as in (2.4),
by

rp(ning + 2no@

TO(@) = (2D (g 4o

Is is then a simple matter to see that Ty (n) = ®,7® (n), that is if
V=0 €Q), L*(Z/p*Z) is decomposable then

Tn(n)(Q) = [[ 7% (n)y(Q mod p*»)

This allows us to express the quantum propagators Uy (A) as tensor
products. Indeed, if we already have propagators U®)(A) which satisfy

(4.1) U(p)(A)’lT(p) (n)U(p)(A) — 7 (nA)
We then set
(4.2) Un(A) := @UP(A)

which still satisfies
UN(A)_lTN(TL)UN(A) = TN(TLA)

for all n € Z? and therefore Uy (A) coincides up to a phase with any
other map satisfying this.

We use this procedure to define Uy(A) (that is, choose a phase)
so that Uy is an honest representation of a subgroup I'(4,2N) of
SL(2,Z/2NZ), not merely a projective representation. From the fac-
torization property (4.2), it follows that it enough to show that U® is
a representation of SL(2,Z/p*Z) when p > 2 is odd, and of T'(4, 2%) if
N = 210 is even.

4.2. Gauss sums. We need some preliminary information on Gauss
sums. We define normalized Gauss sums

(4.3) Sapt) = —— 3 (e
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For p odd these are 4-th roots of unity. To describe them, define for
t € (Z/p*2)

Si(t, ")
A r(t) = ———%

r,pk( ) S,«(l,pk)

Note that if ¢ = ] € (Z/p*Z)* is a square then A, (t) = 1 since from
(4.3) we find after the change of variables x; = t;z that S,(t,p*) =
S.(1,p%).

For odd p, A, » is given in terms of the Legendre symbol as

NOE (%)k

and is a character of (Z/p*Z)*:
Ay e (tt") = Ay e (E) A, e (1)

7‘7p

When p = 2, one has

A _ —2¢ —r(t2-1)/8
T,Zk(t)_ t ?

where ¢ is the smallest positive residue of ¢t mod 4. In that case it is
not quite a character of the whole multiplicative group of Z/2*Z, but
instead satisfies

(4.4) Ayoar (1) = (1, 8)2 A (D) A, o ()

where (t,t'), is the Hilbert symbol. In particular, if ¢,# = 1 mod 4 then
the Hilbert symbol is trivial and so we get a character of the subgroup
{t =1 mod 4} C (Z/2*Z)* 7 given simply by

1 t=1 mod 8
Apar(t) =47
2 (t) {(—1)’2 =5 mod 8

For p odd we will also need to know the normalized Gauss sum (4.3)
when ¢ = —1 in which case one has

Sr(_lapk) = {

1, k even
e(p) (p) . kodd

where

1, p=1mod4
ep)=9."
i, p=3mod4

Tthis is relevant for k > 2.
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4.3. p odd. We describe how to define U®) on SL(2,Z/p*Z) so that
it gives a representation - see Nobs [18] for details. This group is
generated by the matrices

W () () G

and so it suffices to specify U®) on such matrices, provided we preserve
all relations between them. This is done by the formulas

(4.6) yw (1 l{) () = e(TZf o (x)
W) 00 (") v = A0

(45) U (_1 1) w<x>=sr<—1,p'f>ﬁ > wlwe)

It is easy to check that these satisfy (4.1). To see a verification that
this prescription does indeed give a consistent definition (that is that all
relations between the generators (4.5) are satisfied), see e.g. [18]. Once
we have this then automatically we get UP)(AB) = UP(A)UP)(B).

Remark 4.1. It is in fact the case that any projective representation
of SL(2,Z/p*Z), p odd, can be modified to give a representation (and
more generally, SL(2,Z/mZ) if m # 0 mod 4)- this is due to Schur [22]
when k& = 1. See [17] and [2] for the general case.

4.4. p = 2. Here we restrict to the subgroup I'(4,2%), k > 2. The
literature in this case is harder to come by, so we include complete
proofs. We start by describing generators and relations for this group.
More generally, let p be any prime, and £ > 2. Let

T(p®,p") :={g € SL(2,Z/p"Z) : g =1 mod p*}.

Lemma 7. I'(p?, p*) has a presentation with generators u(z), u_(y),
s(t), where z,y,t € Z/p*Z, v,y = 0 mod p?, t = 1 mod p?, and rela-

(4.9)  us(@)uy(a)) up(z +2')

(4.10)  u-(Yu-(y) = u-(y+y)

(4.11) s(t)s(t') = s(tt')

(4.12) s(t)uy(x)s(t)™" = uy(t?z)

(4.13) s(tu-(y)s(t) " = u_(ty)

(4.14) s(d)uy (a)u_(b) = u_(d 'b)uy(da), d:=(1+ab)™"
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Proof. Let G be the abstract group with the above presentation. We
get a map W from G into ['(p?, p*) by taking

v (U ]) e () ) s (U

One verifies that the relations hold in SL(2,Z/p*Z) so that VU is a
homomorphism. Next, note that we have a “Bruhat decomposition”
for T'(p?, p*): Every element can be uniquely written in the form

=)0

which follows from the formula

o)== (") (D6 )

(note that since d = 1 mod p? it is in particular invertible). This
implies that the map W is surjective. To see that ¥ is an isomorphism,
it suffices to show that every element of the abstract group G can also be
written in the form g = s(t)uy(x)u_(y), since then by the uniqueness
of the decomposition in I'(p?, p*), ¥ is also one-to-one.

With the aid of the first five relations, every word W € G can be
written as a product:

W= s(ti)uy(z)u(y1) - - s(tn)us (@n)u—(yn)

for some n > 1. We prove by induction on n that we can write W =
s()uy (z)u_(y) for x,y = 0 mod p? t = 1 mod p>. When n = 1 this
holds trivially, and for n > 1 we use the relation (4.13), (4.14) to write
U (Yn-1)s(tn)uy (20) = s(tn)u— (Eryn—1)uy (20) = s(tn)s(t)up (2" )u_(y)
and so

W = s(t)us(@)u-(y1) - .- sEn-1)ur (Tn-1)s(tn)s(t)us (2)u—(y)u—(yn)

= s(ty)ug(z1)u—(y1) - - sty 1 s (@1 Ju—(yp 1)

after a further application of the first five relations. The result now

follows by induction. O

We now specify the propagators U®)(A) for the generators: For

(1 Lf) and (t t‘1> they are given by the same formulas (4.6), (4.7).

For the matrices

(o)) G
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we conjugate (4.6) by an analogue of the Fourier transform (4.8) and
define
(4.15)

0 () ) o= X vty ¥ et

y mod 2F z mod 2k

To show that this defines a representation, one has to check that all
the relations of Lemma 7 are satisfied. The first five are fairly straight-
forward, bearing in mind that A is a character of the multiplicative
group of residues ¢ = 1 mod 4 (see (4.4)). The last relation (4.14)
requires verifying an identity of Gauss sums: Unwinding the action of
the right and left hand sides in (4.14) we must show that

Z Z Uy ( (2yz — b2® — 2dzz + ad’x 2))

z mod 2Fy mod 2k
Z Z ( (2yz — d 02" — 2z2 + ady2))
z mod 2Fy mod 2F

Now, d =1 mod 16 implies that A(d) = 1 since then d is a square
modulo 2%, and if the identity is to hold for all ¢ and all values of x
we obtain that for all x,y

(4.16) Z e (;—k (=02 +22(y — dz) + ad2x2)>

z mod 2k

— Z e (2% (=d™'02* 4+ 22(y — ) + ady2)> .
2z mod 2k

We will verify this in Appendix A.
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5. HECKE OPERATORS

We now introduce a commutative group of unitary operators on
L*(Z/NZ) which commute with Uy(A). For this, we have to bring
in the theory of quadratic fields (see [19] for a survey in connection to
cat maps).

5.1. Integral matrices and quadratic fields. Let A € SLy(Z) be a
hyperbolic matrix: |tr A| > 2. The eigenvalues a, a~* of A generate a
field extension K = Q(«), which is a real quadratic field since tr(A4)? >
4. We denote by O the ring of integers of K. The eigenvalues o, ™! of
A will be units in Og. Adjoining « to Z gives an order O = Zla] C O
in K. We claim that there is an O-ideal I C O so that the action of
a by multiplication on I is equivalent to the action of A on Z?2, in the
sense that there is a basis of I with respect to which the matrix of «
is precisely A.

The construction is as follows [23]: Since « is an eigenvalue of A,
there is a vector v = (vy,vs) such that vA = av and v € D% Let
I :=Z[vy,v9) C O. Then I is in an O-ideal, and the matrix of « acting
on I by multiplication in the basis vy, v9 is precisely A.

Remark 5.1. It is easy to check that the above construction sets up
a bijection between G Ls(Z)-conjugacy classes of elements in SLy(Z)
with eigenvalues o, a~! and and ideal classes in the order . (Recall
that two ideals I, I, are said to be in the same ideal class if there exist
nonzero a,b € O so that al; = bls.)

In the same way, the action of O by multiplication on I gives us an

embedding
L1 O — Maty(Z)

so that v = =z + ya € O corresponds to zI + yA. Moreover, the
determinant of zI + yA equals N'(y) = v¥, where N : K — Q is the
Galois norm. In particular, if v € O has norm one then 7 corresponds
to an element in SLy(Z), and if in addition v = 1 mod 49 then ~
corresponds to an element in I'(4).

5.2. Hecke operators. Given an integer M > 1, the embedding ¢ :
O — Maty(Z) induces a map ¢y : O/MO — Maty(Z/MZ) and the
norm N : K — Q gives a well-defined map

N :O/MO — Z/MZ.
We let C4(M) be the group of norm one elements in O /MD.
Ca(M) =ker [N : (O/MDO)* — (Z/MZ)*]
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Similarly, replacing the order O by the maximal order O we set
Cx(M)=ker [N : (Dx/MOg) — (Z/MZ)"

to be the norm one elements in O /MO .

If M = 2N is even, we set C%(M) to be the elements of C4(2N) that
are congruent to one modulo 49 (respectively 29) if N is even (resp.
odd). For M odd we set C4(M) = Ca(M).

By construction, the image of C4 (2N ) in Maty(Z/2NZ) lies in T'(4, 2N).
Since a commutes with all elements in C%(2N) we see that A commutes,
modulo 2N, with the elements in ¢(C%(2N)). Thus by Corollary 6 the
quantizations Uy (c(3)) of 3 € C4(2N) commute with Uy(A) and with
each other. We will call these “Hecke operators”.

We will need to know the number of Hecke operators:

Lemma 8. The number of elements of C4(2N) satisfies
N'"¢ <« |C%(2N)| <« N'*¢, Ve > 0.

Proof. Since the reduction map O — /49 has image of size 42,
C%(2N) has bounded index in C4(2N). The inclusion O C Oy in-
duces a map O/MO — O /MO which has kernel and co-kernel
of size at most [Of : O], independent of M. Therefore the induced
map Ca(M) — Cx(M) on norm-one elements also has bounded kernel
and co-kernel. Thus it suffices to prove the lemma in the case of the
maximal order Dg. By the Chinese remainder theorem, it suffices to
prove it in the case of prime powers, which is given in Appendix B by
Lemma 19. U

5.3. Hecke eigen-functions. The Hecke operators Uyn(:(3)), B €
C%(2N), commute with each other and with Uy(A). Therefore the
eigen-spaces of the unitary map Uy (A) break up into joint eigen-spaces
of the Hecke operators. Such a joint eigen-function we call a Hecke
eigen-function. In other words, there exist an orthonormal basis {¢;}
of L*(Z/NZ) and characters )\; of C4(2N) such that ¢; are eigenfunc-
tions of Uy (A) and

Un((3))¢i = Xi(B)¢i, VB € Ch(2N).
We call such a basis of L?(Z/NZ) a Hecke basis.
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6. ERGODICITY OF HECKE EIGENFUNCTIONS

In this section and the following we show that if ¢ € L*(Z/NZ) is a
normalized Hecke eigenfunction then the expectation values (Opy (f)o, @)
converge to the classical phase-space average sz f for all smooth ob-
servables (Theorem 1 of the Introduction). In fact, we show something
stronger:

Theorem 9. Let ¢; € L*(Z/NZ), i = 1,...,N be any orthonormal
basis of Hecke eigenfunctions of Unx(A). Then

N

D

i=1

4
Lte N

(Opn (f)is i) — - f(z)dz

6.1. Proof of Theorem 9. To prove this theorem, it suffices (see
below) to prove it for the basic observables f(z) = e(nz), 0 # n € Z?,
that is to show

Theorem 10. Let 0 # n € Z%, and let ¢; € L*(Z/NZ), i =1,...,N
be any orthonormal basis of Hecke eigenfunctions of Uy(A). Then

N

ST (T (n)dis i)' < ]S N71, N = 0o

i=1

The proof of Theorem 9 from Theorem 10 is easy using the rapid de-
cay of the Fourier coefficients of f. Indeed, write f(z) = >, .z f(n)e(nz),

so that Opy(f) = > ,cze F(n)Ty(n). Therefore

(Opn(f)e7, 07 —

Z Z T (n)oi, ¢1)
Z Z H )T (1) i, 63|

-----

i=1 T2

For notational convenience we write

ti(n) == |{Tn(n)o:, ds)|
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Now interchange the order of summation, and apply Cauchy-Schwartz
twice: For fixed nq,nsy, ns3, ny

Zt 7’L1 ng)t~(n4) S

N /2 , N 1/2
<Z(ti(n1)ti(n2))2> (Z(ti(nf})ti(n4))2> <

i=1 =1

4 N 1/4
I (z aw)

k=1

Now use Theorem 10: For ny # 0,

N 1/4
(Z ti(nk)4> < |7”Lk’4N_1/4+6
=1

and so we get

N

> tilna)ti(na)ti(ns)ti(ng) < N7 Inal*

=1 k=1

Now sum over all possible ny # 0 to find

N 4
Z <« N-lte (Zf ’n’4>
i=1

n#0
which proves Theorem 9. 0

<OpN(f ¢za (bz / f dSC

6.2. Reduction to a counting problem. We first reduce Theo-
rem 10 to a counting problem.

Proposition 11. Fiz 0 # n = (v) € Z?, v € I. Then for any Hecke
basis of eigenfunctions ¢;,

N

S Tn ()i, ¢t <

=1

m#{ﬂi € CO2N) :v(B1 — B+ P3— ) =0 mod NI}
A

In order to prove Proposition 11, we define for n = «(v), 0 £ v e I

D =D(n) = ‘CQ Z Un(e(8)) " In(n)Un (1(3)).

ﬁ609 (2N)
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If (t;;) is the matrix coefficients of Ty (n) expressed in the eigenvector
basis {¢x} so that t;; =< TN( )i, ¢; >, then we see that

Dy; = ’CQ Z A

ﬂeC9 (2n)

Since the sum of a nontrivial character over all elements in a group
vanishes we have

ti: LA =\
6.1 D;;=<" ! i
(6.1) J {O otherwise.

Lemma 12. With D defined as above we have

> Ityl* < u((D"D)?).

X=X

Proof. Let D = (d;;) = (v;) where the v;’s are the column vectors of
D. Examining the (k, k)-entry of (D*D)? we get

((D*D)Q)kk = Z < ViV >< Vg, Uy >= Z‘ < Vi, Vg > ’2,
7 [

and hence
) > Z| <o, v > [P > Z |dij|*.
k irj
The result now follows from equation (6.1). O
Lemma 13. We have
tr((D*D)?) < |4|{ﬁi € CYH(2N) : v(B1—Po+P3—F4) =0 mod NI}

ICA(2N)
Proof. Recall that by (3.1), since n - «(5) = t(v() for 5 € O, n = 1(v),
Un (u(8)) " Tn(n)Un (4(8)) = Tn(e(v3))

Also note that Ty(w)* = Ty(—w) for all w by (2.5). Substituting
the definition of D and expanding we see that (D*D)? is given by
1/|C4(2N)|* times a sum, ranging over all £y, B, 83, 31 € C4(2N), of
terms

Tn(e(v 1)) T (= 1(v82)) I (u(v3)) Ty (—e(v34))
= (81, B2, B3, Ba) In(L(v(Br — B2 + B3 — 1))
where (1, B2, B3, 81) has absolute value one (see (2.6)). Now take the
trace; by Lemma 4, the absolute value of the trace of Ty (n) equals N

if n =(0,0) mod N, zero otherwise. The result now follows by taking
absolute values and summing over all 3y, 32, 33, 34 € C4(2N). O
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It remains to estimate the number of solutions of
(6.2) v(Bi — B2+ Ps— i) =0 mod NI, f; € C4(2N).
We will show

Proposition 14. The number of solutions to equation (6.2) is bounded
by O(IN (v)PN?*).

6.3. Proof of Theorem 10: Conclusion. By Proposition 11, we
need a suitable upper bound for the number of solutions of equation
(6.2), and a lower bound for the number of elements of C4(2N). By
Proposition 14, the number of solutions is at most |N(v)[*N?T¢. Note
that |[NV(v)| < |n|%. From Lemma 8 we obtain that [C4(2N)| > N'=¢
and the result follows.
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7. COUNTING SOLUTIONS
In this section, we prove Proposition 14.

7.1. A reduction. Since NI C NO C N9k, the number of solutions
to (6.2) is bounded by the number of solutions to

V(B — B+ B3 — Bu) € NOk, (i €CL(2N).

Moreover, at the cost of increasing slightly the number of solutions, we
may omit the parity condition on 3; and so replace C4(2N) by C4(2N).

The inclusion O C O induces a map O/MO — O /MO g which
has kernel and co-kernel of size at most [Ok : O], independent of M.
Therefore the induced map

Ca(M) =ker[(O/MO)" — (Z/MZ)"]
— Cx (M) =ker[(Ox/MOK)" — (Z/MZ)"]
on norm-one elements also has bounded kernel and co-kernel. Thus, up

to a bounded factor (depending on A but not on N or v), the number
of solutions to (6.2) is bounded by the number of solutions of

(71) I/(ﬁl — Po+ B3 — 54) =0 mod NOg, ;€ CK(QN)

At the cost of increasing the number of solutions, we multiply the
equation (7.1) by the Galois conjugate 7 to get an equation

N@)(Br— P2+ 03— 1) =0 mod NOg, [f; € Ck(2N)

Setting
N

" ged(N, N (v))
this equation is equivalent to
(7.2) Br—PBa+Ps—F1=0 mod N'Og, G €Ck(2N)

Next, note that the reduction map Ok /rsOx — Ok /rO has ker-
nel 7O /rsOx ~ O /sOk of size s*, and so the induced map on
norm-one elements Cx(rs) — Cx(r) has kernel of order at most s?
(this is crude, but sufficient for our purposes). Thus the reduction
map Cx(2N) — Cx(N’) has kernel of size at most 4 ged(N, N (v))? <
4N (v)]>. Therefore the number of solutions of (7.2) is bounded by
(4N (v)[*)* times the number of solutions of the equation

(7.3) Br—Po+Ps—P1=0 mod N'Og, f; €Cx(N')

Equation (7.3) is invariant under Galois conjugation and we obtain
a second equation (note that 8 = 37! since N(3) =1 mod N’)

(7.4) Bt =B+ 8 =B, =0 mod N'Og.

!/
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7.2. A transformation. We thus have a system of equations (7.3),
(7.4), which we transform using the following:

Lemma 15. If x,y, z,w are invertible then the system of equations

rt+y=z+4+w
1+ yfl — !

15 equivalent to the system
(z—2)(z—y)(z+y) =0
wW=r+y—=z

Proof. From the second equation we get

Tty z+w
ry 2w

or
(x +y)zw = (2 + w)xy
The first equation gives that w = x +y — z, inserting it in (z +y)zw =
(z +w)ry we get
(x+y)z(r+y—z)=(z+yy
or
0= (z+y)(ex+2y—2° —ay) = —(z — 2)(z — y)(x +y).

O

Thus by lemma 15 the system of equations (7.3), (7.4) is equivalent
to the system:

(7.5) (Bs — B1) (B3 — B2)(B1 + B2) =0 mod N'Ok,
(76) ﬁ4 = 51 — ﬂg + ﬁg mod N/DK
with ﬂz S CK(N/)

Since (4 is determined by (1, B2, 33, we may ignore the second equa-
tion (7.6) (at the cost of increasing the number of solutions, since being
in Cx(N') is a non-empty condition). Multiplying equation (7.5) by 35 °
and letting (3] = [3;/ 3 we obtain

(7.7) (1= = B3) (B + 3) =0 mod N'Ok

Since (3 is arbitrary, the number of solutions of (7.5) is bounded by
|ICx (N")| times the number of solutions in (3], 55 € Cx(N') to (7.7).
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7.3. Prime powers. By the Chinese remainder theorem the number
of solutions to (7.7) is multiplicative, and we may concentrate on the
prime power case. Thus we need to count the solutions to the equation
(7.8) (1=61)(1 = 55)(B +B3) =0 mod p"Ok

with 3 € Ok /p*Ox, N(B) =1 mod p*.

We first recall some properties of primes in quadratic extensions: Let
P|p be a prime in Ok lying above p, and let e denote the ramification
index, i.e. the largest integer e such that P¢|pO . Since K is quadratic
e € {1,2}, and e = 1 for all but finitely many primes p. If e = 2 then p
is said to be ramified. If e = 1 then p is called unramified, and one of
two things can happen: either pO g = P is still a prime ideal, in which
case p is said to be inert, or pOx = PP, in which case p is said to split.

Now, fix a prime p with ramification index e, be it one or two. The
norm map N : O — Z gives a well-defined homomorphism

(Ox/P*)" — (Z/p")" .
We let
(Or/PH)’
be the kernel of this map, i.e., the group of norm one elements. For
[ < ek we let
((1+ PY/(1+ Py

be the norm one elements in the subgroup (1+ P')/(1+ P¢), these are
precisely the norm one elements that reduce to one modulo P'.

Lemma 16. There is a constant ¢ > 1 so that the number of solutions
of equation (7.8) is at most ckp”.

Proof. Equation (7.8) is invariant under Galois conjugation, therefore
its solutions in O /p*Of correspond bijectively to solutions 3 €
O /P% N(B) = 1 mod p* (this is of course only an issue in the
split case where O /p"Ox ~ Ox/P* x DK/Fk). Thus we need to
count solutions of

(79) (1= B~ BB + ) =0 mod P

with 8/ € Ok /P* N(3) =1 mod p.

We will first assume that p is odd. Since g = 5 =1 mod P implies
that 8]+ 05 =2 # 0 mod P we see that at most two of the factors in
equation (7.9) can be congruent to zero modulo P. Moreover, we may
assume that the third factor is nonzero by multiplying by a suitable
( and permuting the variables. (Of course we must then compensate
by multiplying the number of solutions by (g)) Now, if the product is
zero modulo P then there is some 0 < n < ek such that one factor is
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zero modulo P", and the other zero modulo P**~". Thus the number
of solutions to equation (7.9) equals

@ kz__:l (4 P+ P o (L PR/ P+

2|(0x/P)'
Using Lemma 20 we obtain
(4 P+ P9 [ (4 P14 P!
and by Lemma 19

S pk‘F@*l

[(0k/PH)'] < 2(p + 1)p
Hence for p odd, the total number of solutions to (7.9) is bounded by
Ap+ 1)+ 3(ek — 1)p='p" < kp

(since e = 1 for all but finitely many primes).

If p = 2 it is no longer true that only two factors can be zero mod-
ulo P. However, 3 = 3» = 1 mod P! implies that 3, + 3, = 2
mod P¢T!. Since 20, = P¢, we see that if two factors are zero modulo
P! then the third factor can be congruent to zero at most modulo
P¢. We may thus bound the number of solutions by counting the num-
ber of ways the product of two factors can be equal to zero modulo
Pek=¢_ This we can do as we did for odd primes, and we obtain the
same bound as before, except that we lose an additional factor of at
most

4
‘((1 + Pekz—e)/(l + Pek))l‘ < 20(@) — 0(1)
This proves the Lemma. 0

7.4. Proof of Proposition 14. By multiplying over all primes, we
see from Lemma 16 that the number of solutions of equation (7.7) is
O((N")'*¢). Therefore we see that the number of solutions of (7.5)
is O((N")?*€) since [Cx(N')| < (N')'*€ by Lemma 19. This gives a
bound for the solutions of (7.3) and multiplying by |A(v)[® gives a
bound for the number of solutions of (7.2). In turn, by the reasoning
in section 7.1 this gives a bound of O(|N (v)[*N?T€) on the solutions of
(6.2).
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APPENDIX A. AN IDENTITY OF (GAUSS SUMS

For section 4 we need to prove the identity (4.16). To prove it we
will need a lemma about Gauss sums. Given an integer x, we define its
“dyadic valuation”, v(x), by = 2"@ gz, where z( is an odd integer.

Let
G(b,c) = Z e (L(—bz2 + 202)> :

ok
z mod 2k
Lemma 17. Ifv(c) < v(b) < k then

Glb,o) 28 ifv(b) =k —1 and v(c) =k — 2,
CcC) =
7 0  otherwise.

Proof. We may write

2cr
G = X o5 eo)
2z mod 2k
where (3 is an integer satisfying 2¢8 =b mod 2*. Let n = k—1—wv(c);
it is the smallest integer n such that e (é%x) =1forallz =0 mod 2"

Assume first that n > 1. Let € = €2" " be such that e (%f¢) # 1.
Making the change of variables z — z 4 € we see that

Ghoy= Y e(%gpﬁ@?+%z+8)+z+o>

z mod 2k

:Gwmp(%ﬁa

since 2¢z +¢* =0 mod 2". But e (4F¢) # 1 and therefore G(b, ¢) = 0.

If n <1then,asn=k—1—v(c)and v(c) < v(b) < k, we must have
n=1,v(c) =k —2and v(b) =k — 1. Hence =1 mod 2. Moreover,
if n =1 we must have e (%%) = e (%). Thus

2k
224z
G = — 9k
(b, c) Z e( 5 ) 2
z mod 2k
since z2+ 2z =0 mod 2 for all z. O

Proposition 18. The following equality holds for all x,y

Z e <L(—622 +2z(y — dx) + ad2x2)>

2k
z mod 2k

— Z e (%(—aflbz2 +2z(y—x)+ adyQ)) .

z mod 2k
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Proof. The case v(b) > k, i.e. b = 0 mod 2%, implies that d = 1
mod 2* and equality holds trivially. We may thus assume that v(b) < k.

We begin by noting that since y — dz = d(d~'y — z) = d(y — x + aby)
we see that v(y — z) < v(b) implies that v(y — dz) < v(b); putting
x' = d~'x we see that the converse holds, and hence v(y — z) < v(b) if
and only if v(y — dz) < v(b).

First case, v(y—x) < v(b): Putting ¢ = y—z, ¢ = y—dx respectively
and applying lemma 17 we see that both sides are zero except when
v(c) =k — 2 and v(b) = k — 1. For the exceptional case we note that
v(b) = k — 1 implies that d™! = 1+ ab = 1 mod 2*, and the same
holds for d. Moreover, v(c) = k — 2 means that x = y mod 2*~2? and
since 4|a we see that

LHS = 2%¢ (%adeQ) = 2%e (%adf) = RHS.

Second case, v(y — x) > wv(b): As remarked above this means
that v(y — dx) > v(b). We may thus complete the squares inside the
exponentials, and we get

D S (1 e ed)

z mod 2F

and

RHS= Y e (2% (—dlb(z - d(yb_ e Ay - i ady2)> .

z mod 2k

After changing variables and taking constants outside we get

LHS = e <2r—k ((y_—bdx)z + ad2x2)> > e (b))

z mod 2k
and
_ ro(d(y — z)z 2 r —17.2
RHS_e(Q—k(TJrady Zwe(?(—d b:2)).

Now, d =1 mod 16 means that d is a square modulo 2*. Changing
variables by z — v/dz in the second sum we see that the sums are
equal, and we are left to prove that

(5 (O ate)) <o (5 (M52 1))
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This will follow from the equality

(y — dzx)® 4 ad?z? = d(y — z)°
b b
Collecting terms it is equivalent to

= ad(y® — do*) + b~ (dy? + da® — 2dxy — y* — d*x* + 2dzy)
— ad(y? — da?) + b (P d— 1) + 22 (d — )
= ad(y® — dz?) + (d — )b~ (y* — dz?),

which follows from the identity

+ ady?.

ad+ (d—1)/b=d(a + 1_W)
_ d(a 1—(1b+ab))
:d(a—&—b):O



HECKE THEORY AND EQUIDISTRIBUTION FOR QUANTIZED CAT MAPS33

APPENDIX B. COUNTING NORM ONE ELEMENTS

Let e be the ramification index of a prime p in Ok, i.e. the largest
integer such that P¢|pO g, where P C Ok is any prime ideal dividing
pO k. Since K is quadratic e € {1,2}. If e = 2 then p is said to be
ramified. If e = 1 then p is called unramified, and one of two things
can happen: either pOy = P, in which case p is said to be inert, or
pOx = PP, in which case p is said to split.

Now, fix a prime p with ramification index e, be it one or two. The
norm map

N . DK — 7

descends modulo p*, and gives a homomorphism
(O /P™)" = (2/0")".
We let .
(Ok/P)
be the kernel of this map, i.e., the group of norm one elements. For
[ < ek we let X
(1+PY/(1+ PH)

be the norm one elements in the subgroup (1+ P')/(1+ P), these are
precisely the norm one elements that reduce to one modulo P'.

Lemma 19. We have

(p—D)p*" if p is split,

’(DK/Pek)l‘ = §(p+1)p"t ifp is inert,

2pF

Proof. Recall first from class field theory [4] that the index (in Z)) of

the image of the units in the p-adic completion of O under the norm

map equals the ramification index e. We will split the proof in three
parts:

The split case: If p splits in K then pOyx = PP, where P, P, are
prime ideals in Oy, and where P, = P;. The map & — T gives an
isomorphism between Oy /P and Og/Py. This, together with the
Chinese Remainder Theorem gives

DK/kaKZDK/PlkXDK/PQkZDK/PlkXDK/Plk

where # € O /p*Ok is mapped to (2,7T) € Ok /Pf x Ok /PF. Fur-
thermore, Oy /PF ~ Z/p*Z, and therefore

(B.1) Ok /p"Ox ~ Z/p*Z x Z/p"Z.

Under this isomorphism, Galois conjugation maps (z,y) € Z/p*Z x
Z/p"Z to (y,z). Thus the natural embedding of Z/p*Z in O /p* O ~

iof p 1s ramified.
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Z/p"Z x Z./p*Z consists of elements of the form (z, x), and the image of
(x,y) under the norm map is (zy, xy). Hence the norm one elements in
O /p*Ok correspond to elements of the form (x,y) € Z/p*Z x Z/p*Z
such that zy = 1, and the number of such elements is (p — 1)p*~L.
The inert case: Here e = 1 and the local norm map is onto Z;

reducing modulo p we get an exact sequence
1 — (Dx /P! — (D /P*)C — (Z/p")* — 1.
Hence
(D /PF)¥|
(Z/p*)~|
The ramified case: Here the image of the norm map in Z is of index

2, and thus the image of the norm in (Z/p*)* has cardinality (="

2
Consequently,

(Ox/PH)| = =(p+1)pt

(D /P

D1/ P! = 20

Now,
(O /P = (Ox/P)*| x [(L+ P)/(L+ P*)| = (p— 1)p™~"
and since e = 2 we get

(p— )p*!
(p—1)pt?

k

|(Ox/P*)' =2 =2p".

U

We will also need to know the number of norm one elements that
reduce to one modulo P'.

Lemma 20. We have

[((1+ P/ 1+ Py)

K, x pPtI21=Lif pis ramified.
where K, =1 if p is odd, and Ky =1 or 2.

1 {pkl if p is split or inert,

Proof. The split case: From the previous discussion of the isomorphism
in equation B.1 we see that norm one elements congruent to one modulo
P! correspond to elements (x,271) € Z/p*Z x Z/p*Z such that z = 1
mod p'. The number of such elements is |(1 + p')/(1 + p*)| = p*~L.

The inert case: If p is odd then z — 2? is an automorphism of
(1+ PY/(1 + PF) since the order of the group is odd. Thus the norm
is locally onto in the sense that the map

N:(1+PY/(1+P")— 1+p)/(1+p")

is onto.
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If p is even (and inert) then squaring is not an automorphism as
(1+2)? =1+ 2z + 2% However, 1 +p' C 1+ P! and squaring maps
(1+p")/(1+p*) onto (1 +p**)/(1 +p*). Thus

(L+p)/(+p") N (1+ P)/(1+PY)),

which shows that the image of the norms must be either (14 p!*)/(1+
p¥) or (1+p") /(14 p*). (There are no subgroups in between!) We will
show that the former holds; since 2 is unramified the discriminant of
K is odd and O = Z[%]. Hence tr(Og) = Z, and there exists
x € Ok with odd trace. Now,

N1+ pFa) =1+ p"tr(z) + p™ N (),

shows that the image must be (1 + p')/(1 + p").
Thus, whether p is even or odd, the norm map is locally onto and
hence

(14 PY/(+ PY)
(L +p)/(1+ )]

The ramified case: First we note that
(B.2) N ((L+PY/(L+PH) c (1+p"M /(1 +ph).

Arguing as before that squares are in the image of the norm we see
that equality holds for odd p, and we obtain

) (14 PY/(1+ P))”
(@+ P+ Ph)| = ) =
(14 PV /(14 b))

2%—1 _
DK/ P _ p*! _ k1211
PE—T1/2] PETi72] p
For p even the squaring argument shows that
(L+p"2H0 /(14 p") C N ((1+ PY/(1+ PH)),

which gives a lower bound on the image. This gives the same result as
for the odd case, except for a factor of 2. O

k—1

(14 P+ P9 = —p
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