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ABSTRACT. We study eigenfunction localization for higher dimen-
sional cat maps, a popular model of quantum chaos. These maps
are given by linear symplectic maps in Sp(2g, Z), which we take to
be ergodic. Under some natural assumptions, we show that there
is a density one sequence of integers IV so that as N tends to infin-
ity along this sequence, all eigenfunctions of the quantized map at
the inverse Planck constant N are uniformly distributed. For the
two-dimensional case (g = 1), this was proved by P. Kurlberg and
Z. Rudnick (2001). The higher dimensional case offers several new
features and requires a completely different set of tools, including
from additive combinatorics, in particular a bound of J. Bourgain
(2005) for Mordell sums, and a study of tensor product structures
for the cat map.
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1. INTRODUCTION

1.1. Quantum ergodicity and the quantized cat map. Eigen-
function localization is one of the central topics of Quantum Chaos. In
this paper, we examine this question for an important “toy model”, the
quantized cat map [12], aiming for higher dimensional maps. Our tech-
niques, after a preliminary reduction, combine analytic number theory
and additive combinatorics.

Denote by Sp(2¢,Z) the group of all integer matrices A which pre-
serve the symplectic form

(1~1) W(XJ’) =X1°Y2 —X2'¥1,

with x = (x1,X2),y = (y1,y2) € RIXRI. Any A € Sp(2g,7Z) generates
a classical dynamical system via its action on the torus T?9 = R29/7Z29.
We say that this dynamical system is ergodic if for almost all initial
positions x € T, the orbit {A/x : j > 0} is uniformly distributed in
T29. This is equivalent to A having no eigenvalues which are roots of
unity, see [11].

Associated to any A € Sp(2¢,Z) is a quantum mechanical system.
We briefly recall the key definitions: One constructs for each integer
N > 1 (the inverse Planck constant, necessarily an integer here) a
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Hilbert space of states Hy = L*((Z/NZ)) equipped with the scalar
product

1
(p1,02) = N Z e1(u)pa(u), ©1,02 € Hn.

g9
ue(Z/NZ)9

The basic observables are given by the unitary operators
Ty(n): Hy — Hy, n=(n;,ny) €7 x 79 =17,
as follows
(1.2) (Ty(m)p) (Q) = ean(ny - nz) en(nz- Q)p(Q + my),

where hereafter we always follow the convention that integer arguments
of functions on Z/NZ are reduced modulo N (that is, p(Q + n;) =
©(Q + (n; mod N))). It is also easy to verify that (1.2) implies
Tn(m)Ty(n) = ey (w(m,n)) Ty(m + n),
where w (m, n) is defined by (1.1) and
e(z) =exp (2miz), er(z) = e(z/k),

see also [19, Equation (2.6)].

For each real-valued function f € C*°(T%) (an “observable”), one as-
sociates a self-adjoint operator Op (f) on Hy, analogous to a pseudo-
differential operator with symbol f, defined by

(1.3) Opy(f) = > f(n)Ty(n),
where
(1.4) f(x) = Z f(n)e(n - x).

Assuming A = I mod 2 (this condition can be weakened, see, for ex-
ample, the definition of the subgroup Spy(2g,Z) of Sp(2g,Z) as in [16,
p. 817], with d instead of g), for each value of the inverse Planck con-
stant N > 1, there is a unitary operator Uy(A) on Hy, unique up to
scalar multiples, which generates the quantum evolution, in the sense
that for every observable f € C*(T%), we have the exact Egorov

property
(1.5) Un(A)" Opn(f)Un(A) = Opy(foA),

where Un(A)* = UN(A)t, we refer to [18,23] for a detailed exposition
in the case g = 1 and [16] for higher dimensions.

The stationary states of the system are the eigenfunctions of Uy (A)
and one of the main goals is to study their localization properties. In
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particular, given any normalized sequence of eigenfunctions ¥y € Hy,
we ask if the expected values of observables in these eigenfunctions
converge, as N — oo, to the classical average (see § 2.1 for precise
definitions), that is, that

(1.6) (Opy(f)vn, Un) = f(x)dx

lim

N—o0 T29

for all f € C°°(T%), in which case we say that the sequence of eigen-
functions {¢x} is uniformly distributed.

A fundamental result is the Quantum Ergodicity Theorem [4,25,28],
valid in great generality, which in our setting asserts that if A is ergodic,
then for any orthonormal basis ¥y = {¢;ny : j = 1,...,N9} of
eigenfunctions of Uy (A) in Hy, there is a subset S C {1,..., N9} with
asymptotic density one (that is, $S/N9 — 1, where S denotes the
cardinality of S) so that ¢; y are uniformly distributed for all j € S,
see [3]. If all eigenfunctions are uniformly distributed, the system is said
to exhibit Quantum Unique Ergodicity [24]. In fact, more generally,
setting

AA(f) N) = ma),( <OpN(f)¢N7w§V> - <¢N7¢§v> f(X)dX )

NYY N T29

the maximum taken over all pairs of normalized eigenfunctions ¢y, ¥y
of Un(A), we ask if for all f € C°°(T?),

(1.7) lim Au(f,N) =0,
N—oo
NeN

where N is a set of integers of asymptotic density 1 (that is, N'N[1, z] =
xr+o(x) as x — 00).

Remark 1.1. [t is interesting to note that even if we are mainly inter-
ested in scarring (that is, decay of diagonal matriz coefficients corre-
sponding to V) = ¥y in the above definition of Aa(f, N) and establish-
ing (1.6)), for the full argument we still need estimates for off-diagonals
coefficients of the “nontrivial” tensor component in § 6.4.

The two-dimensional (¢ = 1) cat map is where the first counterex-
amples (“scars”) to QUE have been proved to exist [9], associated with
the N, where the period ord(A, N) of the classical map reduced mod-
ulo N was almost minimally small, about 2log N/log A, where A > 1
is the largest eigenvalue of A. We note that the relevance of the clas-
sical period to the quantum system was recognized early on in the
theory [5,12,15]. In [19], it was shown that if ord(A, V) was somewhat
larger than N'/2 (and N satisfies a further genericity condition), then
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all eigenfunctions in Hy are uniformly distributed. Note that the con-
dition holds for almost all primes [7]. Separately, it was shown that
ord(A, N) is sufficiently large for almost all integers V.

A breakthrough was made by Bourgain [2], who showed that when
N = pis prime (that, and the prime power, cases are the basic building
block for the theory since the quantization with respect to composite
moduli arise as tensor products of quantizations with respect to prime
power moduli), for all eigenfunctions to be uniformly distributed it
suffices to take ord(A,p) > p°, for some € > 0, a condition that is
much easier to establish than a bound bigger than p'/2. This allowed
Bourgain [2] to give a polynomial rate of convergence for a version
of (1.7) over a sequence of almost all integers: for some § > 0, for
almost all N we have A,(f, N) < N~°. Using a different approach,
in [20] it is shown that one can take any ¢ < 1/60.

1.2. Higher dimensional cat maps. Higher dimensional cat maps
offer several more challenges. In particular, we address the analogue
of [19], namely all eigenfunctions in Hy being uniformly distributed
for almost all integers N. We do not discuss other aspects of localiza-
tions, such as entropy bounds [8,22] and showing that all semiclassical
measures have full support [6,17,26].

In higher dimensions (that is, for g > 1), there is a significant change.
Kelmer [16] has shown that if A has nontrivial invariant rational istropic
subspaces, then for all N, uniform distribution (1.7) fails — there are
so-called scars.

So we assume that there are no nontrivial invariant rational isotropic
subspaces. We want to find a full density sequence N of integers N for
which all eigenfunctions of Uy (A) are uniformly distributed, that is, if
we fix f € C(T%) then we have (1.7). If this holds for all f then we
say that A satisfies QUE for the subsequence N.

Recall that we assume ergodicity, equivalently, that the eigenvalues of
A € Sp(2g,Z) are not roots of unity. For our results, we need to impose
a further condition on A, that no ratio of distinct eigenvalues is a root
of unity. In addition, we assume that the characteristic polynomial
fa(x) = det(zl — A) € Z[z] is separable (that is, has no multiple
roots)

Our main result establishes (1.7) for almost all integers under the
above conditions on A:

Theorem 1.2. Let A € Sp(2¢9,7Z), with a separable characteristic
polynomial, be such that no ratio of distinct eigenvalues is a root of
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unity. Assume further that there are mno nontrivial A-invariant ratio-
nal isotropic subspaces. Then A satisfies QUE as in (1.7) for some set
N of asymptotic density 1.

One can show that if the characteristic polynomial of A is irreducible,
then there are no nontrivial A-invariant rational subspaces.

1.3. Plan of the proof. We establish Theorem 1.2 via the following
sequences of steps.

(i)

(iv)

To prove (1.7), it suffices to show it for the basic observables
(translation operators) Tn(n) = Opy(f), f(x) = e(x-n) (see
also (1.3)), with frequency n growing slowly with V.

Assume that the characteristic polynomial f4(z) = det(x] —
A) is irreducible over the rationals. Then we reduce the prob-
lem of estimating high powers |[(Ty(n)y, ¢')|" of the matrix
elements for all normalized eigenfunctions 1, 1’, to a problem
of estimating the number of solutions to the matrix congruence

AR AR AB A% = O mod N,

for the zero matrix O with 1 < k;, ¢; < ord(A,N),i=1,...,2v,
see Lemmas 4.1 and 4.3 (since indeed fa(z) being irreducible
implies there is no nontrivial zero-divisor in Q7).
In turn, this number can be treated by exponential sums. How-
ever this reduction does not work directly due to the lack of
nontrivial bounds on such sums except when N = p is a prime,
modulo which the characteristic polynomial of A splits com-
pletely, in which case we can apply a striking result of Bour-
gain [1] on short “Mordell sums”. The result, roughly speaking,
is that there is some v > 0 so that for almost all split primes p,

max [ (T, (n)y, )| <p™7.

!
To take advantage of the bound (1.8) for split primes, we prove
that the operators T (n) have a tensor product structure with
respect to the Chinese Remainder Theorem, however with some
losses depending on certain greatest common divisors. Thus we
deal with the operators T, (n) via exponential sums and use the
trivial bound

‘(TM(H)¢> WH < 17

where M is the largest divisor of N without split prime factors.
Finally, using some results from the anatomy of integers (§ 7)
we show that for almost all integers N, the saving we obtain
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from the split primes p | N, exceeds the losses we incur in our
version of the Chinese Remainder Theorem.

(v) When the characteristic polynomial f4(z) of A is reducible,
but separable, we require extra consideration, as the reduction
to counting solutions of matrix congruences fails when n is a
non-trivial zero-divisor. We make use of an additional tensor
structure to reduce to the setting of congruences for a smaller
dimensional case, see § 6 for details.

1.4. Notation. Throughout the paper, the notations
X =0(Y), XKY, X>Y

are all equivalent to the statement that the inequality | X| < ¢Y holds
with some constant ¢ > 0, which may depend on the matrix A, and
occasionally, where obvious also on the real parameter .

We recall that the additive character with period 1 is denoted by

z€R — e(z) =exp(2miz).
For an integer k > 1 it is also convenient to define

er(z) = e(z/k).

The letter p, with or without indices, always denotes prime numbers.

Given an algebraic number v we denote by ord(~y, N) its order mod-
ulo N (assuming that the ideals generated by v and N are relatively
prime in an appropriate number field). In particular, for an element
A € s, ord(A, p) represents the order of A in ..

Similarly, we use ord(A, N) to denote the order of A modulo N
(which always exists if ged(det A, N) = 1 and in particular for A €
Sp(29, 7).

For a finite set S we use {S to denote its cardinality.

As usual, we say that a certain property holds for almost all elements
of a sequence s,, n = 1,2,..., if it fails for o(x) terms with n < z, as
x — oo. In particular, we say that it holds for almost all primes p and
positive integers N if for z — oo, it fails for o(z/logx) primes p < x
and o(x) positive integers integers N < x, respectively.

Similarly, we say that a certain property holds for a positive propor-
tion of primes p or, equivalently for a set of positive density, if for some
constant ¢ > 0, which throughout this work may depend on the matrix
A, for all sufficiently large x it holds for at least cz/log x primes p < x.
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2. A CHINESE REMAINDER THEOREM FOR THE OPERATORS Ty (n)
2.1. Observables. We begin by defining the mixed translation oper-
ators. Given r € Z, coprime to N, and n = (ny,ny) € Z9 x 79 = 729,
we define a unitary operator T%)(n) : Hyn — Hy by

(T%)(H)SD) (Q) = ean(rny - ny)ey(rny - Q)p(Q + ny).
We have
(2.1) TOm) TV (n) = eoy (rw (m,n)) TV (m + n),

where w (m, n) is defined by (1.1). In particular, taking powers gives

(ng> (n))k = TV (kn).

The canonical commutation relations can be encapsulated in the rela-
tions

T (n) T (m) = ey (rw (n, m)) T} (m) T§ (n)
and
(T ()Y = T (Nn) = (=11, n = (n,ny).

For each function f € C°°(T%) on the classical phase space (an
“observable”), one associates an operator Opy ,.(f) on Hy, analogous
to a pseudo-differential operator with symbol f, by

Opy,(f) =Y fm) TV (n),
nez29

-~

where f(n) are defined by (1.4). If f is real valued, then Opy . (f) is
self-adjoint.

When r = 1, we recover the definitions of Tx = Tg\l,) and Opy =
Opy, in (1.2) and (1.3), respectively.

Let A € Sp(2¢,Z), satisfying the parity condition A = I mod 2.
Fix N > 1 and r coprime to N. Then there is a unitary operator
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Un,(A): Hy — Hy, unique up to a scalar multiple, so that we have
the exact Egorov property

(2.2) U (A)* TV (0)Up,(A) = TV (nA),

fo all n € Z%, which is a full analogue of (1.5).

2.2. The Chinese Remainder Theorem and a tensor product
structure. Assume that the inverse Planck constant N factors as N =

N; - Ny with N, Ny coprime. We then use the Chinese Remainder
Theorem ¢ : Z/NZ = 7./N1Z & 7/ NoZ to get an isomorphism

G LPH(Z)NVZ)) R LP((Z)NLZ)Y) = Hy, @Hy, = Hy = L*((Z/NZ)?)
so that
(2.3) (01 © 2)(Q) = 1(Q mod Ny) - 02(Q mod Ny).

The tensor product Hy, ® Hy, carries the inner product

l1 @ @l = llpall - llpall

and (* is actually an isometry, because it maps the orthonormal basis
of tensor products of normalized delta functions to normalized delta
functions:

o (VPP0u 0 N8, ) = N9,

where w = u mod N;, w = v mod Ns.
Assume N = N; - Ny with N; > 1, Ny > 1 coprime. Fix nonzero
ri1,T9 € Z so that

(24) N2T2+N17’1 =1.
Necessarily ry is coprime to Ny and r is coprime to N,.

Lemma 2.1. Forn = (ny,ny) € Z9 X 79, the mized translation opera-
tor Ty(n) = TS\I,)(n) is mapped, via the isomorphism (*, to Tg\?f)(n) ®
TV (n):

T (01 @ e2) =1 (TR ()er) @ (T () ) )

Proof. Inserting (2.4) gives

e (n ‘n ) — e (NQT’Q —+ Nﬂ"l)nl * Il
2N \111 2 2N1N2

T2y - N 1y - 1o
=e|— ) e| ——
2N 2N,
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and for y € (Z/NZ)9,
(Norg + Nyri)ng -y

eN<n2.y):e( N1N2 )
— e Tollp - Yy e gy
N N '

{Tn(m)"(p1 @ 92) }y) = ean(n; - ng) en(ng - y)e™(p1 @ o) (y + my)

By definition (1.2),

so that, using (2.3), we obtain
{Tn()e" (1 @ p2) Hy) = ean(n - my) en(ny - y) (o1 @ 2)(y +m)

e (7“2121‘1]\]-11’12) . (rﬂ;\z. y> or(y+ 1)
© (Tlg‘li\f;nz) © (WJI\Z y) oy +m)
= (T8 m)er) 3) - (T )ez) ()

= (TR m e T m) (erew) ()

as claimed. O

2.3. Factorization of the quantized map. We continue to assume
a factorization of N = Ny - Ny with Ny > 1, Ny > 1 coprime, and such
that ry, ro satisfy (2.4). Then the Chinese Remainder Theorem induces
an isometry
%N =~ HNl ® /HNza

which is respected by the translation operators (see Lemma 2.1). Fur-
thermore, from now on, we identify the spaces Hy and Hy, ® Hny,
and thus we do not use the isomorphism map ¢* anymore. We ar-

gue that we get a corresponding factorization of the quantized map
Un(A) = Uni(A) defined by (1.5) as a tensor product:

Lemma 2.2. There is some ¢ € C, with || = 1, such that we have a
factorization

Un(A) = (Uny r,(A) @ Uny iy (A).
Proof. We saw in Lemma 2.1 that
Ty(nd) = T (nA) T (nA).
By (2.2), we have
TR (A) = Uy (A) TR (1)U, (A)
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and
TN (0A) = Uy, (A) T () Uy, 1 (A).

Hence U = Uny .y (A) @ Up, r, (A) satisfies
U* Ty(n)U = U* (T§;3>(n) ® ngy(n)) U
= T3 (nA) ® T (nA) = Ty (nA)

for all n € Z%*. Since Uy(A) is the unique (up to a scalar multiple)

unitary operator satisfying this relation, we must have that U is a scalar
multiple, of absolute value one, of Uy (A). O

3. BOUNDING Ty VIA THE TENSOR PRODUCT STRUCTURE

3.1. Basic properties of tensor products. We first recall a use-
ful identity regarding operator norms of tensor products. Let V, W
be finite dimensional inner product spaces, let Ty, : V — V and
Tw : W — W be linear maps, and let || Ty || and || Ty || denote
the operator norms of Ty and Ty, respectively. There is a natu-
ral inner product on the tensor product V@ W — given orthonor-
mal bases {vy,...,v,} and {wy, ..., w,} for V, W respectively, declare
{vi ® w;}1<i<ni<j<m to be an orthonormal basis for V@ W. We then
have the relation

(3.1) Ty @Tw [ = [ Tv [ Tw |,
between the operator norms (cf. [21, Page 299, Proposition]).

3.2. Eigenspace decomposition in the coprime case. Assume
that Ty and Ty are both diagonalizable, with eigenvalues being roots
of unity (in particular there exists, say minimal, integers t1, 5 > 0 such
that T}t} = Iy and T, = Iy, where Iy and Iy are the corresponding
identity operators; note that we do not assume that Ty and Ty have
the same dimensions).

The eigenspaces of Ty @ Ty are particularly easy to describe in
terms of the eigenspaces of Ty and Ty when ged(ty,t3) = 1. Namely,
let {V;}; denote the eigenspaces of Ty, and let {W,}; denote the
eigenspaces of Ty ; here we allow both Ty, Ty to have eigenvalues
with multiplicities. The eigenspaces of Ty ® Ty, are then given by
{V;@ W}, ;. Further, if the eigenvalue associated with V; is denoted p;
and the eigenvalue associated with W; is denoted by v;, all eigenvalues
of Ty @ Ty are of the form \; ; = p;v;. In particular, if ged(t1,t2) =1
we find that p;,v;, = p;,v;, implies that i1 = 7 and j; = jo. In-
formally, all multiplicities arise by combining multiplicities from the
Vi, W; eigenspaces (note that this is not true if ged(t1,t2) > 1).
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3.3. Bounds using the tensor product structure. We now bound
matrix coefficients of the special form (T y(n)w, '), where, as in § 1.3,

Tn(n) = Opy(e(x-n))

and 1,9’ are eigenfunctions of Uy (A).

Let B be an element of Sp(2g,Z). Assume that N = N;N, with
coprime integers Ny > 1, Ny > 1. Let t; denote the order of B mod /V,,
1 = 1,2. Further assume that

(3.2) ged(tq, ta) = 1.

Let 1,79 € Z satisfy (2.4). Taking A = B in Lemmas 2.1 and 2.2, we
find that

Ty(m) =Ty () @ T\ (n) and  Un(B) = Uy, o(B) @ Unyr, (B)
for some ¢ € C* with || = 1.

Lemma 3.1. Let ¢,¢' denote norm one eigenfunctions of Un(B).
With assumptions as above, we then have

(Tnm)e, )] < max  [(TH (n)p,¢)],

Wvﬂoleq)Nl ;T2

where @y, ., denotes the set of all eigenfunctions of Un, ,,(B) of norm
one.

Proof. Let E,E’ denote the eigenspaces of Ux(B) containing 1,1,
and let A\, A" denote the corresponding eigenvalues. By the discussion
in § 3.2, we have

where V; and V; are eigenspaces of Un, ,,(B) and U, (B), respec-
tively, and similarly we have £’ = V/ ® Vj. Thus, if we let S =
Pg/ Tn(n)Pg, with Pg : Hy — E denoting the orthogonal projection
onto £ (and similarly for Pg/), we have
3.4 T =115
(3.4) L (TG, 0] = 18]
[pll=ll¢"lI=1

Now, the decomposition (3.3) and Lemma 2.1, after a simple calcu-

lation, give that

(3.5) S =5 %5
where S; = Py Tg:}f)(n)PV1 and Sy = Py T%;)(n)PVT Since both

S1, Sy arise as compositions of the unitary maps Tgf,’f)(n), Tg\r,;)(n) with
orthogonal projections, they are both sub-unitary, and we have the
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trivial bounds ||S1]|, ||S2|| < 1. Thus, by the operator norm identity of
tensor products (3.1), we see from (3.5) that

ST = Sall - 1Sl < [ISa]-
Using this, together with

S| = TV (n) o, '),
19ell = max |, KTy (n)e, )]
lell=llelI=1
and recalling (3.4), the result now follows. O

We now consider a more general case when instead of the coprimality
condition (3.2) we have

ng(tl, tg) =d.

Since any eigenfunction of Uy (A) is an eigenfunction for Uy (A?) for
any integer d > 0, we have

36)  max [(Ty()e,)l < max [(Ty()d, 7))
WEYN Yp'e¥ng

where Uy and "17N7d denote the set of normalized eigenfunctions of
Un(A) and Uy (A?), respectively.

4. CONGRUENCES AND EXPONENTIAL SUMS

4.1. Reduction to a counting problem. For a (row) vector n € Z%,
n # 0 mod N, we denote by Qs,(N;n) the number of solutions of the
congruence

(4.1) n (A" 4. 4 AR — AB — . — A") =0 mod N,

with 1 < kz,ﬁz < OI'd(A,N), 1= 1, R ,21/.

The key inequality below connects the 4v-th moment associated to
the basic observables T%)(n) with the number of solutions to the sys-
tem (4.1). This kind of inequality (for v = 1) underlies the argument
of [19], and also the argument of [2].

Lemma 4.1. Let 0 # n € Z*9 and let v be an integer coprime to N.
Then

(r) [ QM
(42) rﬁ%}/( <TN (n)wv ¢ > < N OI'd(A, N)41/’

where the maximum is taken over all pairs of normalized eigenfunctions

Of UN,?"(A) '
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Proof. We abbreviate 7 = ord(A, N). Given a pair (1, %’) of normal-
ized eigenfunctions of Uy, (A) with eigenvalues A\, \', put p = A'/A and
note that p is a root of unity (since A and X are). Let

_ %Z;UN,T(A)-Z' T (1) Uy, (A ZT

be the p-twisted time averaged observable, Where the last equality
comes from (2.2). Then for any pair of eigenfunctions (¢, ¢") of Un,,-(A),
with eigenvalues A and A, we have

(T ()4, ¥') = (D(n)w, o),
see also the proof of [19, Proposition 4]. Put H(n) = D(n)*D(n); note
that H(n) is Hermitian. Clearly

(D), ¢")| < D)l = [[H ()],
where ||H (n)|| denotes the operator norm of H(n). Therefore for any
v>1,

(T (), )™ < [ H(m)|[* = [|H (n)"]]”
We bound the operator norm by the Hilbert—Schmidt norm and ob-
tain

1 (n)”[* < | H ()" ||z = tr((H (0)")" H (n)") = tr(H(n)*),

where tr denotes the operator trace. Finally, compute

1y ko zl...,eguz1

% H < (") nAk Tg\r,) (_nAej)> Mzigl(kj—zj)

1 T . 2v | A
- 2 v(k, £, 1) TR (n§ " (AN - A4>)
k1,kop 1. 02, =1 j=1

with some complex coefficients ~(k, £, i), satisfying |y(k, £, n)| = 1,
where k = (ki,...,ks,) and £ = (¢; ..., {3,), and where the last equal-
ity comes from (2.1). Taking the trace and using
N9 ifm =0mod N,
[ tr T (m)| = {

otherwise,

we find

Y <t (Hm)™) < 2 Qo (N:m)

7-41/

(TV (), v')
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which concludes the proof. O

Remark 4.2. [f the right hand side of (4.2) tends to zero, then (1.7) is
satisfied, that is, all eigenfunctions of Un(A) are uniformly distributed,
and more generally, all off-diagonal matriz coefficients tend to zero.
Thus Lemma 4.1 reduces the problem (1.7) to a purely arithmetic issue.

4.2. Linear independence of matrix powers. The primal goal of
this section is to show that if the characteristic polynomial f4 of A is
separable over Q we can essentially eliminate the dependence on the
vector n in our argument, except in some special cases. In particular,
instead of Q9,(N;n) we can consider the number of solutions of the
congruence

(4.3) AR AR = AR A% mod N,

with 1 < ki, 0; < ord(A,N), ¢ = 1,...,2v. This is based on the
following result which is also used in our bounds on exponential sums.
However, we first need to introduce the notion of zero-divisors amongst
the row vectors n € Z%. For this we first identify Q% = Q[X]/(fa(X))
as a Q[A] module. We say that n is a zero-divisor, if its image
n € Q[X]/(fa(X)) is a zero-divisor in this module (we follow the con-
vention that zero is also a zero divisor, call all other non-zero divisors
nontrivial.)

Lemma 4.3. Let A € Sp(2g,7Z) have a separable characteristic poly-
nomial. Then for any row vector n € Z9, which is not a zero-divisor,
we have:

(i) the vectors n,nA,... nA*~! are linearly independent;

(ii) there exists some po(A), depending only on A, such that for
all primes p > po(A)|n|5?, the vectors n,nA, ... nA2*~1 are
linearly independent modulo p.

Proof. In the case when the characteristic polynomial is irreducible,
Part (i) is proved in [19, page 210] (for n = 2) and in the proof of |20,
Theorem 2.5] (which is done over a finite field but it remains valid over
any field).

In our more general case of separability, assume that the vectors
nA, i =0,...,2¢9 — 1, are linearly dependent over Q, that is, there is
a linear relation

2g—1 2g—1
Z cinAi =1n <Z CZAZ> =0

=0 =0
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for some ¢; € Q not all zero. Since n is not a zero-divisor, we obtain
2g9—1
Z CZ'Ai = V.
i=0
However, this shows that the minimal polynomial of A has degree at
most 2g — 1, which contradicts the fact that the minimal polynomial
is f4 since it is separable. This concludes the proof of Part (i).

To show Part (ii) one considers the determinant of the matrix hav-
ing rows n, ..., nA%~! whose vanishing is equivalent to linear indepen-
dence; it is an integer, nonzero by Part (i), hence for all primes p not
dividing it we have linear independence mod p. U

4.3. Reduction to a system of exponential equations. We now
consider (4.1) for a prime N = p.

Let A € Sp(2g,Z) have separable characteristic polynomial f, €
Z[X]. Assume that p is large enough so that f4 is separable modulo p,
which also implies that A is diagonalisable over Fp.

Next, let

fa(X) =hy(X) - he(X) mod p
be the factorization of f4 into irreducible factors h; € F,[X] of degrees
d; = degh;, i = 1...,¢. In particular, any root of h; belongs to [,
1=1...,t. For each h; we fix a root \; € [F,e; and consider the system
of equations (in the algebraic closure of F))

(4.4) A e N N =1

with 1 < k;,¢; < ord(A,p), j =1,...,2v. It is easy to see that for all
choices of roots \q,..., \; we get equivalent systems.

Next, we reduce counting the number of solutions to (4.3) to counting
the number of solutions to (4.4).

In fact our treatment depends only on the degrees dq, ..., d; and so
we denote the number of solutions to (4.4) by Ra,(dy,...,ds;p).

Lemma 4.4. Under the above assumptions, there exists some po(A),
depending only on A, such that for any vector n € Z*9, which is not a
zero divisor, and p > po(A)||n||3? we have

Qav(p;m) = Ry, (dy, ..., di; p).
Proof. Let us denote
B=AR ... Ak A o Al
Multiplying (4.1) by powers of A, we conclude that
(nA") B = 0 mod p, i=0,...,29—1,
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which is equivalent to

n
nA

o B =0 mod p.
nA%9—1
From Lemma 4.3 (ii), there exists some pg(A), depending only on A,
such that for p > po(A)[n|5? all rows n,nA, ..., nA>*"! are linearly

independent modulo p, and thus from the above we conclude that B
vanishes over [F,,.

Since A is diagonalisable over Fp, the equation above is equivalent
to

AP+ AP = AT 4+ A% mod p,

where A is a diagonal matrix with elements on the diagonal all the roots

of h;, « =1,...,t. Since for each irreducible factor of f modulo p, all
d;—

roots are conjugate (that is, the roots of h; in F 4, are \;, YO YA

we conclude the proof. O

5. MULTIPLICATIVE ORDERS AND EXPONENTIAL SUMS

5.1. Ergodicity and the order modulo p. It is natural that our
argument, as in [2, 19, 20], rests on various results on multiplicative
orders.

We begin by showing that the multiplicative orders of the eigenvalues
of A € Sp(2g,7Z), and their ratios, are sufficiently large for almost all
primes. The argument is a modification of that of Hooley [13].

We recall the definition of ord(A, p) in § 1.4 and also that we say that
p is split prime if the characteristic polynomial of the matrix A splits
completely modulo p.

Lemma 5.1. Assume that A € Sp(2g,7Z) has separable characteristic
polynomial and that no eigenvalue or ratio of distinct eigenvalues is a
root of unity. Let Ay, ..., Aoy be the eigenvalues of A. Then for almost
all split primes p we have

ord(As, p), ord(Ai/A;,p) > p!/*/logp, 1< i#j <29
Proof. For a sufficiently large Y > 2, let
AV) =TT II NoweO =1 ] Nmgo( -0,
n<Y 1<i<2g 1<j<h<2g

where Nmg q (¢) is the norm of ( € K = Q(\,...,A,) in Q. Note
that A(Y") # 0 because of the condition on the avoidance of roots of



18 P. KURLBERG, A. OSTAFE, Z. RUDNICK, AND I. E. SHPARLINSKI

unity among the eigenvalues and their ratios, and A(Y') € Z since all
eigenvalues are algebraic integers. Since

Nmg (AN =1 = [ (e()"=1)
ceGal(K/Q)

and

Nmgig (N = M) = J[ (@) =a(w)™),
o€Gal(K/Q)

where both products are over all automorphisms o from the Galois

group Gal(K/Q) of K over Q, and thus
log Nmg/g(Af — 1), log Nmgjg(A] — A) < n,
we see that
(5.1) log |A(Y)] < Y2
Let P(Y') be the set of primes for which
min min_ {ord(\, p), ord(A;/M,p)} < V-

1<i<2g 1<j<h<2g
We observe that for p € P(Y'), we must have p | A(Y'), and hence
(5.2) P(Y) < w (A(Y)),

where, as usual, w(k) denotes the number of prime divisors of the
integer £ > 1. From the trivial observation that w(k)! < k and the
Stirling formula, we derive

log k

5.3 k _—
(5:3) wik) < loglog(k +2)’
Putting together (5.1), (5.2) and (5.3), we see that

tP(Y) < Y?/logY.

Since the number of primes p < X is 7(X) ~ X/log X, we can take
Y = v/ X/log X to assure that for all but o (7(X)) primes p < X, we
have

ord( A, p),ord( N/ N, p) > VX /log X > /p/logp, 1<i#j<2g.

Since splitting fields of polynomials are Galois extensions, by the Cheb-
otarev Density Theorem, see [14, Theorem 21.2], for a positive propor-
tion of primes p, see our convention in § 1.4, the characteristic polyno-
mial of the matrix A splits modulo p. This concludes the proof. O
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5.2. Relation with short exponential sums. As discussed in § 4.1,
one relates the uniform distribution of the eigenfunctions of the oper-
ator Uy(A), as well as the decay of off-diagonal matrix elements, to
bounding the number of solutions Qq,(N;n) for n € Z* to the matrix
congruence (4.1), see Lemma 4.1.
Following the discussion after Theorem 1.2 and Lemma 4.1, we thus
reduce the problem to showing that
4v
Qn@xn%ZO(EEK§#Q—>

for a set of ‘good’ primes p for which the characteristic polynomial of
A splits completely over F,,, with eigenvalues \; € Fy i =1,...,2g.

In turn, using the orthogonality of exponential sums, this leads us
to a problem of obtaining nontrivial cancellation in exponential sums
of the form

ord(A,p) ' '
Z e, (al)\{ +...+ Oégg/\%g)

=1

for (o, ..., agy) € 9.

These exponential sums are not treatable by algebro-geometric meth-
ods of Weil and Deligne, but fortunately they can be treated by meth-
ods from additive combinatorics. In particular, we make use of the

bounds of Bourgain [1, Corollary] on Mordell type sums over prime
fields.

Lemma 5.2. For every € > 0 there exists some 6 > 0 such that the
Jollowing holds. Let ay, ..., as € Fy, not all zero, and Ay, ..., \s € F
be such that

ord(As,p), ord(Xi/A;,p) =, 1<i4,j<s, i# .

Then

T
e (M +. .+ a)| < T,

z=1

where T is the order of the subgroup of ¥} generated by Ay, ..., As.

According to Lemma 4.4, in the split case, that is, for \; € F;,
i =1,...,2¢, the number of solutions to the system (4.4) is given by
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Q2 (p;n) = Roy(1,...,1;p) (with t = 2¢g therein). Using the orthogo-
nality of exponential functions we obtain

Q2V(p; n) = RZV(L ceey 1,]7)

T 4v
1
t t
b acF29 | t=1
iy T 4v
< + max e, (a1 \] + ...+ agy)b
¥ 0zacE ; v 22%)

Inserting Lemma 5.2, exactly as in [2], we derive

Ay T4zx

T 4v, —4vd
Q2l/<pa n) < p29 +T p < 2pTg

for v > ¢/(20). Hence we find:

Corollary 5.3. Let A € Sp(2g,Z) have separable characteristic poly-
nomial. For every ¢ > 0 there exists some integer vy > 0 such that
the following holds. For a prime p so that A splits modulo p, let the
etgenvalues of A be

Mooy day €T

Assume that
ord(Ai,p), ord(Ai/Aj,p) = p, 1<i,j<2g, i# ]

Then, for any vector n € 729, which is not a zero-divisor and such that
for p > po(A)||n||3¢, where po(A) is as in Lemma 4.4, and all v > v,
we have

ord(A, p)*

Q2 (pin) < e

5.3. Bounding (Tl(f)(n)w, Y') for a positive proportion of primes.
We remark that the assumptions of Lemma 5.2 and Corollary 5.3 hold
for a positive proportion of primes p (in fact, for a full density subset
of the set of primes p for which the characteristic polynomial of A
splits completely, see Lemma 7.3). Hence, combining Lemma 4.1 and
Corollary 5.3, we obtain the desired estimate (1.8) on (T;T)(n)w,@b')
when n is not a zero-divisor.

Corollary 5.4. Let A € Sp(2g,7Z) have separable characteristic poly-
nomial. There exists some constant v > 0, depending only on A, such
that for a positive proportion of primes p the following holds: For all
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integers r coprime to p, and for anyn € Z29, which is not a zero-divisor
and with p > po(A)||n||3?, where po(A) is as in Lemma 4.4, we have

max (T} (n)e, o) <p7,
the mazimum over all pairs of normalized eigenvectors of U, .(A).

6. TREATMENT OF ZERO-DIVISORS

6.1. Preliminaries. We remark that if f4 is irreducible then there
are no nontrivial zero-divisors, and thus the results of § 4.1 allow us to
complete the proof. However in the case when f4 is separable but not
irreducible we need additional considerations to treat vectors n € Z>29
which are zero-divisors, as defined in § 4.2. Thus this section is not
needed if one is only interested in the case of matrices A € Sp(2g,Z)
with irreducible characteristic polynomials.

6.2. Remarks on symplectic spaces. We next record some basic
facts regarding symplectic vector spaces. Let W be a symplectic space,
that is, a vector space with a non-degenerate alternating bilinear form,
which we denote (-,-). We note that a subspace U C V' is symplectic,
that is, the restriction of the symplectic form to U is non-degenerate,
if and only if U N U+ = {0}.

Lemma 6.1. Let A € Sp(V) be a symplectic matriz over V. Assume
that U C V is an A-invariant subspace on which A acts irreducibly,
and assume that U is not isotropic. Then U is symplectic, and its
orthogonal complement U~ is also A-invariant and symplectic.

Proof. Assume for contradiction that the restriction of the above bi-
linear form (-,-) to U is degenerate. Then there exist nonzero uy € U
such that (u,up) = 0 for all u € U, and hence (A'u, Alug) = 0 for
all u € U and all integers ¢ > 0 (note that here we follow the usual
convention of groups acting on the left.)

Since A is symplectic it is invertible, and so is the restriction to U,
hence (u, A'ug) = 0 for all u € U. Since the span of A'ugy, i =0,1,...,
equals U we find that U C U+, contradicting that U is not isotropic.

The argument for the first part of second assertion is similar. If
w € U then (u,w) =0 for all u € U, and thus (Au, Aw) = 0 for all
u € U and hence, again using that A|y (that is, the map induced by
A on U) is invertible, we have (u, Aw) = 0 for all u € U and thus U+
is A-invariant. Since U is symplectic we have U N U+ = {0} and thus
W =U @ U™ (since dim(U) + dim(U+) = dim(W) always holds).

Now, if the restriction of the form to U+ is degenerate there exists
v € Ut with (v,ut) = 0 for all ut € U+, and since (v,u) = 0 for all
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u € U, we find that (v,w) = 0 for all w € W, which contradicts W
being symplectic. 0

A simple consequence of Lemma 6.1 is that if W splits into irreducible
A-invariant subspaces, then each such subspace is either symplectic or
isotropic. If there exist an invariant isotropic subspace, there is scarring
as shown by Kelmer [16, Theorem 1]. Otherwise, we can decompose
W into smaller invariant symplectic subspaces and use a certain tensor
product structure to reduce the dimension, and this allows us to treat
the problem of small zero-divisors.

6.3. Quantized cat maps and tensor products revisited. Let
A € Sp(2g,7Z) have separable characteristic polynomial and let N = p
be a prime. Let us consider an element n € Z* for which the reduction
modulo p in Z*9/(pZ*?) ~ F29 is not a zero-divisor in the sense defined
in § 4.2, where we identify F29 ~ F,[z]/(fa(z)). In order to bound

the matrix coefficient <T§\T,) (n)y,¢') we need some further properties
of the quantization related to invariant symplectic subspaces and an
associated tensor product structure; these properties are consequences
of U,,(A) being implicitly defined via the Weil (or oscillator) repre-
sentation of Sp(2¢,F,). We briefly outline the construction below, for
more details see [10, 16].

Hereafter, to simplify the notation in this section we regard p as a
fixed prime, and suppress the dependence on p and n in most places.
Let W be a symplectic vector space over F,,, and assume that W splits
into a direct sum of symplectic subspaces, that is, W = W; & W, where
Wy L W,y (that is, Wy = W), and the restrictions of the symplectic
form to W; and W5 are both non-degenerate. We emphasise that in
our application, Wi, W5 depend not only on p but on n as well: we
write F;g ~ Wi @& W,, where the image of n in W5 is zero, whereas the
image in Wj does not correspond to a zero-divisor.

With V; C W;, ¢+ = 1,2, denoting maximal isotropic subspaces, we
note that V =V, & V5, C W is a maximal isotropic subspace. We may
define the Heisenberg group

HW)={(f,w): feF, weW}
with the group law given by
(fsw) - (f, W) = (f+ [+ (w, W), w+w)

where (-,-) denotes the symplectic form on W (and similarly H(W;)
for i =1,2).
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Let Z C H(Wy) x H(W;) denote the subgroup

Z = {<f70) X (_f70> : f EFp}'
We find that the surjection H(W;) x H(W,) — H(W), given by
(f1,w1) X (fo, w2) = (f1 + fo, W1 + W2)

factors through Z, and that we have the isomorphism
(H(Wh) x HW»))/Z = H(W).

The irreducible non-abelian representations of H(W) arise in the
following way. Given a non-trivial additive character x : F, — C, let
K =T, xV C H(W) denote a maximal abelian subgroup of H (W) and
extend y to K (say, by letting x(f,v) = x(f)). We remark that the
character xy depends on r present in the definition of our observables
Tp(r), but the precise dependence is not important; we only need that
ged(r,p) = 1 implies that x is non-trivial. By inducing the extended
character x from K to H(W), we obtain an irreducible representation
p: H(W)— GL(L*(V)), and similarly irreducible representations

py,: HW,) — GL(L*(V,)), v=1,2.

Now, as V = Vi x V5 we have L*(V) = L?(V}) ® L*(V;). Since the
action of Z is trivial, we find that H(W;) x H(W;), and thus H (W),
acts in a natural way on L*(V}) @ L*(V3).

Briefly, the Weil representation 7 of Sp(2¢,F,) = Sp(W) is then de-
fined as follows: Sp(WW) acts on H(W), and this induces an action on
the set of irreducible representations of H(W). The action preserves
the central character, and since irreducible representations of H (W)
are determined by their central characters (this holds since H(W) is
a two step nilpotent group), the action on the set of irreducible rep-
resentations is, up to intertwining operators, trivial. In particular, for
each g € Sp(W), define p? by p?(h) = p(g(h)) (for h € H(W)); we
then find that p ~ pY%, that is, there exists an intertwining operator
(only defined up to a scalar; it turns out that this gives projective
representation of Sp(W); for p odd a non-trivial fact is that it is pos-
sible to choose scalars to obtain a true representation) 7(g) acting on
L3(V) = L?(V})® L*(V,) so that m(g)p? = pr(g). Further, we similarly
obtain “smaller” Weil representations p, of Sp(W,) acting on L*(V,),
for v = 1, 2; to fix compatible central characters it is convenient to use
the maps H(W,) — H(W,) x H(W,) — H(W) to obtain the action of
Sp(W,) on L3(V,).

The product Sp(W;) x Sp(W3), under the inclusion

Sp(W7) x Sp(Ws) C Sp(V),
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then acts componentwise on the tensor product L?(V;) ® L%*(V;). In
particular, if A € Sp(W) leaves both W; and W, invariant, let A, €
Sp(W,) denote the corresponding restrictions of A to W, for v = 1, 2.
We now note that letting w = w; + wy denote the reduction of n
modulo p, we can write,

Upr(A) = Ui(A1) @ Uz(Ay),

T} (n) = p((0,w)) = p1((0,w1)) @ pa((0,ws)),
where U, ,(A) = m(A) and U,(4,) = m,(A4,) for v =1, 2.

(6.1)

6.4. Eigenfunctions of tensor products. We next describe eigen-
functions of U,,(A) in terms of the tensor product structure. With
W, Wy, Wy and V, Vi, V5 as in § 6.3, for v = 1,2, we may decompose
L3(V,) into U, (A,)-eigenspaces

E, =ker(U,(A,)) — ), AEA,,

(possibly with multiplicities), where A ranges over the set of eigenvalues
A, of U,(A,).

Further, for v = 1, 2 we may find bases of orthonormal eigenfunctions

Yuri € By, i=1,...,1,,, for some positive integers [,y = dim(E,, )
with

Z Ly + Z I = 2g,

AEA, AEA,

which follows from the separability of the characteristic polynomial of
A. That is,

UV(AV)z/)V,A,i = )\V,iwu,)\,ia V= 17 2a 1= 17 cee 7-[V,)\7
where ), ; ranges over the whole set A,. We further note that the set

{Wian @Yo A EA, i, =1,..., 1, v=12}
gives an orthonormal eigenbasis of L*(V) = L?(V}) ® L?(V,). In par-
ticular, the eigenvalues of Uy, (A) = Uy (A1) ® Us(A2) are given by
A={MA: A €A\ € Ay}
and for p € A, an eigenbasis for £, = ker(U,,(A) — pI) is given by

{hini®@ Vo Aehy, i=1,.... L1, j=1,..., L}

Note that the quantizations U, ,(A),U;(A4;), and Us(Ay) are only de-
fined up to scalars, but once we have chosen scalars for U;(A;), and
Us(As) we may chose the scalar for U,,(A) so that multiplicativity of
eigenvalues hold.

We can now bound matrix coefficients corresponding to observables
having zero-divisors.
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Lemma 6.2. Let A € Sp(2g,7Z) with a separable characteristic poly-
nomial, such that there are no A-invariant rational istropic subspaces.
There exists some constant v > 0, depending only on A, such that for
a positive proportion of primes p the following holds: Let v € E,, and
Y € E, denote two eigenfunctions of U,,.(A), and let w denote a
non-trivial zero-divisor. Then for p > po(A)||w||3¢, where po(A) is as
. Lemma 4.4, we have

(T (W), )| < p 77|19 ]l2 - (19l

Proof. Let 0 # w € Z%, which is a zero-divisor. Then there is an
A-stable rational subspace W7y, necessarily symplectic by Lemma 6.1,
so that with respect to the decomposition w = (wy, wy) € Wy @ W,
where Wy = Wi, the component w; € W, of w is not a zero divisor,
while the component wy in Wy = I/Vll is zero.

For u, i/ € A, write

b= Y it @ Yo,

(Ni,5)e
where
Q={Nij): xeh,i=1,.... L j=1,.... L},
and
Y = Z B it 1V i @ Vo yx s
(N il 51) ey
where

O ={\N,i,7): N ey, i'=1,... Ly, 7 =2,..., L},

with complex coefficients ay; j, By j» € C.
Since wy = 0, by (6.1), we have

TS (w) = p((0,w)) = p1((0,w1)) ® p2((0, w2)) = p1((0, w1)) ®1d,
and thus

PO, W)Y, o) = > Y @By

(Minf)EQ (Vi 51 e
{1 ((0, W1))1 xa Yinir) (Vo,u/ngs Vo /x gr)-
Now, since
1 if j=7" and pu/X=p' /N,
0 otherwise,

<w2vﬂ/)"j’ ¢2"LL//)\/’]'/> - {
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only terms for which j = j” and for which A = n(\) for the bijection
n : Ay — Ay contribute (more precisely, we have n(A) = (Au') /. Hence

(p((0, W), ¢')

(6.2) Ty
= Z Z i g Bn(n,ir g <p1((07Wl))¢1,A7i7w1,n(A)7i’>-
(\ij)eQ i'=1
We now apply Corollary 5.4 with respect to the matrix A; in the
decomposition (6.1), which applies since wy is not a zero-divisor. Then,
by the Cauchy inequality, for every A and j fixed, we have

L I o
Z Z O‘A,i,jﬁn(k),i’,j <p1((07 Wl))%,x,m wl,n(,\)ﬂ
i=1 /=1
6.3
(6:3) v g P
<p™’ Z|Oé>\,i,j’2 Z Buony.ir il
i=1 =1

Finally, using the Cauchy inequality again, and then recalling that
7 is a bijection on A, we derive

1/2
Iy ux f Iix / Timny

Do [ D lenisl > 1Byl
/=1

AeA j=1 i=1

1/2

Touyx I1n 1/2 Lopyx Iy 1/2
< 22 2 sl {2020 D Bl
XEA j=1 i=1 AeA j=1 ir=1
= [l¥ll2 - ¥/
and recalling (6.2) and (6.3), we conclude the proof. O

7. ANATOMY OF INTEGERS

7.1. Some sums and products over primes. It is convenient to
denote by log,. = the k-fold iterated logarithm, that is, for z > 1 we set

log, x = log and log, = log,_, max{logx,2}, k=2,3,....

We begin by recording an upper bound for Mertens type sums over
primes in progressions, together with a simple consequence.

Lemma 7.1. Let q be a prime and let 7 > 1 be an integer. We have
1 . logy,x
O

psT

qlp?—1




QUANTUM ERGODICITY FOR HIGHER DIMENSIONAL CAT MAPS 27

where the implied constant depends only on j.

Proof. For an integer k > 0 define the dyadic interval I, = [2%¢, 25" ¢],
and note that ¢ | p? — 1 implies that p must lie in a progression
p = a modgq, where 0 < a < ¢ ranges over over at most j possible

values. For any a, the Brun—Titchmarsh inequality, see, for exam-
ple, [14, Theorem 6.6] or [27, Chapter I, Theorem 4.16], implies that

2k+1q 1 1
Ip< ——o—— o K .
2 qlog(2ktlq/q) 2kq — q(k+1)

If 2¢¢ < 2 we have k < logz, and summing over such k we find that
the contribution from primes p > ¢ is O (¢~ log, x). Since there are at
most j primes p < ¢ for which ¢ | p’ — 1, and each such prime satisfies
p > ¢'/7 we find that the contribution from p < ¢ is O (¢~'/7), and the
proof is concluded.

We remark that for j = 1 the bound of Lemma 7.1 simplifies as

1 log,x
(7.1) Y o—< .
<z p q
p=1 mod q

We control the contribution from small prime divisors of p — 1 as
follows. For a prime ¢ and positive integer k, we define v,(k) to be the
positive integer ¢ such that

¢k and  ¢"E
We fix some z > 0 and let

(7.2) 5,(N) = H quq(p—l) _ H H ¢

p|N q<z p|N q<z
q‘|lp—1

that is, s,(N) is the product of the z-smooth parts of p— 1, as p ranges
over all prime divisors of V.

Lemma 7.2. Let
Z = exp ((log, ) (logs m)3/2) and  z = (log, z)°".
For all but o(z) integers N < x we have s,(N) < Z.

Proof. From the definition of s,(N) in (7.2), extending over all powers
q" <z, q< z,such that ¢° | (p — 1), we have

Zlogsz(N) < Z log(q") Z lz/p] = S1 + S>a,

N<zx ¢‘<ax p=1 mod ¢*
q<z, prime
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where S is the contribution from the terms corresponding to ¢ = 1
and Sso is the contribution from the terms with ¢ > 2.
For S;, we have

Si<e Z log q Z 1

q<z, prime p<T p
p=1 modq

Using (7.1) applied to the inner sum, we now derive

Si <<leogq

qsz

log,

(7.3) log ¢
< z(log, 7) Z —— < z(log, z)(log 2).

qsz

The sum Ss, is estimated trivially by discarding the primality con-
ditions on p and thus using that

1 1 log x
E - < E Y < ¢
p<z ) p 1<k<a/q" 1 + kq q
p=1 modgq

which implies, after we abandon the condition of primality on ¢ and
the inequality ¢ < z,

log(m?)
Sso < z(log )
2<Z<1§/lo 2 1<¥1/e m’
(74) Stslog g <m<z

< z(log z)? Z eV < 22 (log )2
2<l<log z/ log 2

Clearly the bound on S in (7.3) dominates the bound on S, in (7.4).
Hence,

Z log s.(N) < z(log, x)(log z) < z(log, x)(logs x).

N<z

Therefore we have s.(N) > Z = exp ((log, z)(logs 2)*?) for at most

O (z(logy )(logg z)(log Z)~') = O (a: (logs m)71/2>
positive integers N < x. O

7.2. Good primes and integers. We recall that A € Sp(2¢,7Z).
We say that a prime p is good if the following two conditions are
satisfied:
e the characteristic polynomial of A is separable and splits com-
pletely modulo p;
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e for the roots \q,..., Ay, of the characteristic polynomial of A
modulo p we have

ord(\i,p), ord(Ni/N;,p) = p3,  1<i,j<s, i#].

We note that the exponent 1/3 is somewhat arbitrary and can be
replaced by any v < 1/2.

Let Pgooa denote the set of good primes. Applying Lemma 5.1, we
now derive

Lemma 7.3. The set Pgooa is of positive density.
Next, given integers U > V > 1 we define
Poood(V,U) = Paooa N [V, U].
We now set
D(z) = (logz)"*= ",
(7.5) V() = exp (exp (Viogy ) ) |
W(x) = glogse/ g2z

and define the following set Ngo0a(z) of good integers

Ngood - {N : Elp € Pgood(V(N): W(N))
(7.6) with N = pM, M € Z, ged(p, M) =1,

We then set
Ngood(x) = Ngood N[1,x].

The next statement is our main tool.
Lemma 7.4. We have
tNgood () = 2 + o(x).
Proof. 1t is certainly enough to show that
# (Ngood N [2/2,2]) = x/2 + o(z).
In turn, we set
Dy =D(x/2), Vo=V(z), Wo=W(z/2),
such that
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forall N € [z/2, z] and define the following set ngood (x) of good integers
N < z:

Ng00d<x) = {N SO Elp € Pgood(‘/OaWO) with NV :pM, M € Z,
ged(p, M) =1, ged (p — 1,0rd(A, M)) < Dy}

Clearly ngood(x) C Ngooa (), hence it is enough to show that
(7.7) N yood (z) =  + ofx).

That is, in the above, we first consider integers N in a dyadic interval.
This allows us to replace Pgooa(V(N), W(N)) with Peooa(Vo, Wo). After
this is done, we can bring back integers below x/2 as well: if the
exceptional set is of size o(x) on [1,x] then so it is on [x/2,z] and
we are done. Thus indeed we only need to establish (7.7).

First recall that by Lemma 7.3 the set of good primes P4 is of pos-
itive density. Therefore, there are some constants C, ¢ > 0 (depending
on the matrix A) such that for Z > 2 the set Pyo0a(Z, CZ) contains at
least ¢Z/log Z + O(1) primes, that is,

(7.8) 1 Pgo0d(Z2,CZ) > ¢

ez O(1).

Taking x sufficiently large such that the interval [2, W] contains T
non-overlapping intervals of the form [C?, C**1), i = 1,... I, where

logWy < I < log Wy,

we derive
RS V= N VT N
pepgood(VO:WO) pepgood(Z’WO) p<Vp, prime
I
>, > U= > p
=1 pePgood(Ci,Ci-‘rl) p<Vp, prime

I
P Z C(_ZAJj,Pgood (Cz7 Ci—H) - Z 1/p

i=1 p<Vp, prime
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Next, recalling (7.8) and the Mertens formula (or simply using (7.1)
with ¢ = 1), we obtain

Y. Upz

pepgood(v()vwo) g

I
— “ log C

O”( ¢ +0m)+0m&%>

1

c c
log C log C

> log, Wy + O(log, Vo) > log, Wy > log, x.

>

I
1

Z n + O(logy Vo) > log I + O(log, V)

i=1

Therefore, by the classical Brun sieve, see, for example, [27, Chap-
ter I, Theorem 4.4], we conclude that

H (1-1/p) <exp | — Z 1/p| < (logz)™

pepgood(v()vwo) perpgood(VO’WO)

for some v > 0, which depends only on C' and ¢, and thus only on
the matrix A. In particular, almost all N < x are divisible by some
pE Pgood (‘/0’ WO)

We now set z = (log, © and note that Dy > Z, where Z is as in
Lemma 7.2. Thus Lemma 7.2 allows us to discard o(x) positive integers
N < z with

)2g+1

52<N) > D07
where s,(N) is defined by (7.2). Hence for the remaining integers
N € [z/2,x] we have
s.(N) < Dy < D(N).

We also discard O(z/V}) integers N < z which are divisible by p?
for some prime p > V. Hence, for the remaining integers NV, for any
P € Pgooa(Vo, Wy) with p | N we now have ged(p, N/p) = 1.

Furthermore, for the remaining N < x, we see that if

ged (p — 1,0rd(A, N/p)) > Dy,

then, since s,(p) < s.(N) < Dy, there is a prime ¢ > z with ¢ | p — 1
and another prime ¢ | N, ¢ # p, such that

29

q | ord(A,2) | H (¢ —1).

j=1
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Hence to conclude the proof it suffices to show that for every j =
1,...,2g we have

(7.9) Z Z Z Z—p = o(z).

q>z, prime p<z, prime {(<x/p, prime
p=1 mod q p?éé
gl -1
To establish (7.9), we first discard the condition ¢ # p, and extend
the summation over ¢ up to £ < z. Then we recall Lemma 7.1 (for the
sum over /) and its special case (7.1) (for the sum over p) and derive

DD DD DI T DI Sl S

¢>z, prime p<w, prime (<x/p, prime ¢>z, prime p<w, prime * {(<z, prime
p=1 modgq pFAL p=1 modgq qltr—1
ql/ -1
log, x . log,
2 - 2
<Lz g — | q Vig =27
q>z, prime q q
log,x  (logy )?
2 2
Lz T 5
21/3 z
2
<z logy @ 4 (log, )
21/(29) 22 ’

Recalling our choice z = (log, )", we obtain (7.9).

Thus all together we have discarded o(x) integers and all remaining
integers N < x belong to Ngood. Hence we see that (7.7) holds, and
the result follows. O

8. PROOF OF THEOREM 1.2

We recall the definition of good integers given by (7.6). We now
show that (1.7) holds with N = Ngooq, that is,

lim  max |(Opy(f)¥n, ¥y) — (Un, ¥y) (x)dx

— 0’
N—oo YN,y T2g

where the maximum is taken over all pairs of normalized eigenfunctions
Yy, Py of Uy(A). By Lemma 7.4, the set Nyooq is of full density and
hence this is sufficient for our goal.

As in [2,19], using the rapid decay of coefficients of f € C>(T?), it
suffices to show that

max — max (Tn )y, Py)| — 0

nezZ% YN Py
0<[n[<L(N)
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as N — 00, N € Ngooa, with ¢n, 1)y running over all normalized
eigenfunctions of Uy (A), with a slowly growing function L(N) — oc.

We recall the definition of the functions D(z), V(z) and W(z) as
in (7.5). In particular, we take L(N) to grow sufficiently slowly to
guarantee that for any p € Pyooa(V(N), W(N)) and for any n € Z*
with 0 < |n| < L(N) the conditions of Corollary 5.4 and Lemma 6.2
are satisfied provided that N is sufficiently large.

We now fix some N € Ngo0a and choose a prime p which satisfies all
properties in (7.6).

We set

d = ged (ord(A, p),ord(A, M)) .
Clearly
d < ged(p— 1,0rd(A, M)) < D(N).

Now, applying (3.6), and then Lemma 3.1 (with N; = p and with A¢
instead of A), we derive
(8.) (Tupe )| < max [(Ty(m)p. &),

00" €Dp,r

where 7 is some integer coprime to p and ¢, ¢’ range over all normalized
eigenfunctions of U, (A%).

We note that the roots of the characteristic polynomial of A? are
A, ... Mg, where Ai,..., Ay, are the roots of the characteristic poly-
nomial of A modulo p and we also have

ord(AY, p), ord(AY/AY p) = p'Pd ™" > p't, 1<, <29, i #
since obviously for a sufficiently large N we have

d < D(N) < V(N)1/12 < p1/12'

Thus the conditions of Corollary 5.3 are satisfied. Combining Corol-
lary 5.4 and Lemma 6.2 (when n is a zero divisor) with (8.1) we con-
clude the proof.
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